An Evaluation of Artificial Neural Networks and Random Forests for Heart Disease Prediction
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Abstract: Heart diseases are serious problem in many countries worldwide. In Malaysia, it has been a major killer since 1980. Many health conditions are closely related to heart disease. However, a large amount of data that medical centers have collected each year is not well-mined to find connections between them that can aid in the prognosis of heart disease. Therefore, the purpose of this study is to propose a predictive model of heart disease based on machine learning for prognosis to help individuals with symptoms to seek early advice and treatment. By following the Knowledge Discovery in Database (KDD) methodology that includes data selection, data pre-processing, data transformation, data mining, and interpretation or evaluation of acquired knowledge, this study has tested a dataset taken from UCI Machine Learning Repository. The classification of Artificial Neural Network and Random Forest was used. They were selected based on their adequacy in the medical field, particularly in the aspect of prognosis and diagnosis. The accuracy results obtained by the relevant works from previous authors are also high and reliable. This study uses a few ways to determine the maximum accuracy achieved by both algorithms: dataset splitting and K-Fold Cross-Validation. The results of the study on the test set that has been subdivided into several subsets showed that Artificial Neural Network and Random Forest produced stable accuracies by reaching 67.9% and 64.6%, respectively. The accuracy shown by the Artificial Neural Network is more stable for both subsets, training, and testing sets. In conclusion, Artificial Neural Network has been selected as the algorithm capable of working well with the Heart Disease Prediction Model, referring to the accuracy of the test set, which is slightly better than Random Forest.
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1. Introduction

Data mining has enormous potential for the healthcare industry to systematically assist data and analytics in health systems to identify the slack and the most efficient method to increase care and cut costs. Many professionals consider that an opportunity to boost the care and reduce fare simultaneously can contribute up to 30% of total health care expenses, which results in a great bargain. However, due to some of the intricacies in healthcare and delays in the adoption of technology, our industry is relatively backward compared to other countries’ industries in implementing effective data analysis and data mining strategies [1].

Many industries have successfully implemented data mining where it has helped the retail sector model customer response. For instance, it helps banks forecast their customer profits; for example, it helps banks predict customer profits and any similar use cases in telecom, manufacturing, and more. As for healthcare, data mining can assist surgeons in analyzing massive datasets and acquiring apt comprehension to perform an efficient and smooth surgery.

An artificial neural network (ANN) is an algorithm inspired by brain structures created to help machines and computers resemble humans’ brain and how it works [2]. Artificial neural networks have become the highlight of nowadays trends. Following the human brain’s functions, they are a computing system of mutually connected nodes categorized in large raw datasets. After finding the pattern or relationship among data, they can then perform several tasks such as solving difficult problems, classifying inputs, or generating complex predictions. Artificial neural networks facilitate discovering new patterns and information related to heart disease. In this case, Multilayer Perceptron (MLP) is used on behalf of ANN due to the limited availability in WEKA. MLP is a straightforward neural network used in deep learning. Even so, the techniques introduced by Multilayer Perceptron have paved the way for more advanced neural networks [3]. It is used for various tasks, including stock analysis, diagnosis prediction, and image identification.

Random Forest is a versatile and intuitive algorithm capable of producing great classification and prediction results even by using hyper-default parameters, making it a very compelling algorithm nowadays. The process involves the operation of various Decision Trees to obtain optimal results by selecting most of them as the best value [4].

Heart disease is a medical condition where the flow of blood vessels is congested with fat or cholesterol [5]. The higher reported disease cases led to the major contributor of mortality or death cases in Malaysia. According to the National Heart, Lung, and Blood Institute (NHLBI), it is reported that these 2 risk factors have been detected as the causes of heart disease. Both factors like age and heredity are beyond our control [7]. According to the National Heart, Lung, and Blood Institute (NHLBI), it is reported that these 2 factors would increase when the age reaches 55 and 45 for women and men, respectively [8].

However, other factors such as unhealthy diet, obesity, and diabetes are human-controlled factors [9]. Despite genetic factors, the major contributor comes from an unhealthy lifestyle. If these factors are taken care of properly, it can reduce the risk of heart disease [10]. Heart disease is easier to treat when detected early [11]. Early diagnosis is highly recommended as it can help an individual keep track of how the individual’s body is doing. As it has been the leading cause of death worldwide, heart disease should be a major public health concern. Therefore, the development of this model is crucial to many existing treatment guidelines. Predicting cardiac disease helps practitioners make accurate and correct decisions on the next actions to be taken prior to the current patient’s health status. Thus, machine learning plays a crucial role in reducing and understanding the symptoms related to heart disease [12]. It also can motivate people to change their lifestyle and behavior and adhere to medications.

2. Related Works

ANN has explored a wide range of highly beneficial
applications in the medical field, especially in disease diagnosis and monitoring. The most successful ANN applications are found in challenging medical situations. Random Forest is widely used in medicine, especially in diagnosing cardiovascular disease, diabetes, and cancers [13]. The disease will be identified by analyzing the patient's medical history record. Random Forest also can be used to identify the correct combination of components in medicine as medicine has a complex mixture of certain chemicals [14].

There have been lots of related work regarding the use of machine learning in medicine. Fat liver disease diagnosis through machine learning algorithms is the effort of [15]. They use algorithms such as Naive Bayes (NB), Random Forest (RF), Logistic Regression (LR), and Artificial Neural Networks (ANN). The result of the RF model showed accuracy predicted with 87.48% higher than other classification models. The extensive experiments conducted by [16] via several datasets of diabetics, breast cancer, heart spectrum disease, thyroid, and liver disorders in testing the effectiveness of the machine learning algorithms. Dermatology datasets that have used Random Forest have achieved a maximum accuracy of 97.26%. On average, Random Forest has provided accurate results for each dataset considered. The research in [17] proposed a computational method using protein information sequences and classifies feature vectors based on random forests to identify Alzheimer's disease genes. The protein information is extracted from k-skip-n-gram, where the accuracy attained from the model is up to 85.5 percent in the UniProt dataset. The RF model was best suited for infectious diarrhea. It also integrated the autocorrelation and seasonality of the morbidity. Filtering should be done in RF to increase the accuracy [18]. Then, a new model was enhanced in Random Forest with and named RFRF-ILM. It detects the factors of cardio disease [19]. The SVM is utilized and shows that diabetes relates to coronary artery disease with an accuracy percentage of 96.6. This model saves cost and diagnostic time while improving treatment accuracy.

The authors in [20] proposed a hybrid algorithm based on K-Means and ANN in predicting heart disease to improve prediction accuracy. The implementation result shows a higher accuracy rate of 97% of disease detection. The model by [21] is based on weights and variable attributes determined during the training process of diagnostic. A multi-level model has been proposed to predict Cardiovascular Heart Disease (CHD) using highly unbalanced clinical data, with qualitative and quantitative attributes [22]. The research confirms that the proposed Convolutional Neural Network (CNN) architecture achieves the strength of correctly classifying CHD attendance of 77%. In comparison, 81.8% is achieved in precisely classifying the absence of CHD cases on test data, making up 85.70% of the entire dataset despite the high-class imbalance in the NHANES dataset. The proposed CNN model also predicts negative (non-CBC) cases with higher accuracy and a better balance accuracy (79.5%) than other machine learning methods, such as SVM and Random Forest.

Then, work in [23] proposed a deep learning-based Heterogeneous Modified Artificial Neural Network (HMANN) method for the segmentation and early diagnosis of chronic renal disease on the Internet of Medical Things (IoMT) platform. It is classified as a Support Vector Machine and Multilayer Perceptron (MLP) with a Backpropagation (BP) algorithm. The proposed method has been shown to reduce noise and help identify the location of kidney stones clearly by segmenting the kidney picture. In kidney segmentation, the proposed HMANN method achieves an accuracy of 97.50% and reduces the time to draw contours impressively. Finally, a paper by [24] highlighted a neural network classification model to estimate the association among gender, race, BMI, age, smoking, kidney disease, and diabetes in hypertensive patients. Artificial neural network techniques applied to large clinical data sets can provide a meaningful data-driven approach to categorize patients for population health management and support in managing and detecting hypertensive patients, which are part of a critical factor for heart disease. The results from an imbalanced dataset of 24,434 with (69.71%) non-hypertensive patients and (30.29%) hypertensive patients indicate a sensitivity of 40%, a specificity of 87%, precision of 57.8%, and a measured AUC of 0.77 (95% CI [75.01–79.01]). This paper shows results that are more effective than previous studies performed by the authors using a statistical model with similar input features that presents a calculated AUC of 0.73.

Table 1 and Table 2 depict the summary of all the related works of Random Forest and ANN used in medical research.

<table>
<thead>
<tr>
<th>Table 1 Summary of related work in Random Forest (RF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year</td>
</tr>
<tr>
<td>2019 [15]</td>
</tr>
<tr>
<td>2019 [16]</td>
</tr>
<tr>
<td>2019 [17]</td>
</tr>
<tr>
<td>2020 [18]</td>
</tr>
<tr>
<td>2020 [19]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2 Summary of related work in Artificial Neural Network (ANN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year</td>
</tr>
<tr>
<td>2017 [20]</td>
</tr>
<tr>
<td>2019 [21]</td>
</tr>
</tbody>
</table>
2.1. Random Forest

Random Forest (RF) [4] is a supervised learning algorithm, and it often trains the dataset using a "bagging" method. The term "random forest" indicates that this algorithm creates a forest with multiple decision trees randomly to produce a precise and reliable prediction. Interdependence between forest volume and the result can be manipulated by increasing the number of trees in the forest — the bigger the forest, the more precise the result. RF looks for the best features among a random subgroup rather than the influential features when splitting the nodes, leading to a broad variance that will positively affect the models. The formula shown in Equation 1 is used for Random Forest calculation. Mean squared error (MSE) is used to solve regression problems. This formula calculates each node from the predicted actual value while determining the best branch for the forest.

\[
\text{MSE} = \frac{1}{N} \sum_{i=1}^{n} (f_i - y_i)^2
\]

N is the number of data points involved, while \(y_i\) is the actual value for the tested data point at a certain node \(i\). \(f_i\) is the value returned by the decision tree.

2.2. Artificial Neural Network

Artificial neural network (ANN) fits for diagnosing diseases using scans as it does not require a particular algorithm to identify the disease. Without having to take into account the quantity, a set of examples that represent all the variations of disease is vital for a neural network to work. The details to recognize the disease are not needed since neural networks learn from examples, which must be selected thoroughly to guarantee a reliable and efficient system. ANN has explored a wide range of highly beneficial applications in the medical field, especially in disease diagnosis and monitoring. The most successful ANN applications are found in challenging medical situations. Equation 2 shows the formula used for Artificial Neural Network.

\[
F( b + \sum_{i=1}^{n} x_i w_i )
\]

The \(b\) refers to bias or maybe similar to weight. It satisfies unexpected or invisible factors. Therefore, it attaches to all neurons not present at the input layer. That carries a value equal to the weight and helps control the value at which the activation function will be triggered.

The \(x\) indicates the input to the neuron, while \(w\) is the corresponding weight. \(i\) is the counter from 1 to \(n\), and \(n\) on the upper part of the sigmoid is the number of inputs from the incoming layer.

2.2.1. Multilayer Perceptron

A multilayer perceptron (MLP) [23] is a class of feedforward artificial neural networks (ANN). Multilayer perceptron (MLP) is arranged in several layers and works with a few additional perceptrons to solve complex problems. For example, a three-layer MLP requires each perceptron in the first layer (input layer) to send output to all perceptrons in the second layer (hidden layer), followed by the transmission of output from all perceptrons in the second layer to the final layer (output layer). Each perceptron will send various signals where each signal will lead to each perceptron in the next layer, carrying a different weight and output. Each layer can have many perceptron and layers for maximizing the complexity of the multilayer perceptron system.

Typically, Multilayer Perceptron is used for supervised learning problems. The data is trained on a set of input-output pairs and learns to show the interdependence between inputs and outputs. The training process includes adjusting the parameters or weights of the model to reduce errors. Backpropagation is used to adjust those weights and parameters relative to the error. The error itself can be measured in various ways, including by root mean squared error (RMSE). MLP is designed to approach continuous function and solve problems that cannot be separated linearly, especially in pattern classification, recognition, prediction, and approximation.

3. Research Methodology

This study is based on the Knowledge Discovery in Database (KDD) approach [24] and revised with the methodology depicted in Figure 1. Once problems and objectives of the study are determined, the first step is selecting the data to be used for the study. The dataset used is the Statlog (Heart) dataset taken from UCI Machine Learning Repository [25]. It consists of 13 attributes and 270 instances. This data is downloaded in a DAT file before being converted to a CSV file ensuring its compatibility in WEKA.

The next step is data pre-processing, where data removal and data integration take place. However, since Statlog (Heart) dataset did not have any missing or repetitive values, there is no data removal happening in this stage. Each data is unique and meaningful to each attribute. The dataset is then integrated into WEKA before it is transformed.

The next step, transformation, transformed this dataset whereas it is split into three subsets that consist of both training and test data. Data must be partitioned to develop an accurate and relevant model for data to be trained and collected in the future. By partitioning this data into training and test datasets, the effectiveness and accuracy of this model will be able to be maximized. The data is split into 65% training set and 35% test set, 70% training set and 30% test set and 80% training set and 20% test set.
The next phase required the study to choose the data mining to use. The latest pattern and rule mining effort is made by [26-28], focusing on Equivalence Class Transformation (Eclat), where the dataset is organized in vertical database format. Meanwhile, solving database integration issues among multiple database formats is handled in [29] via the implementation of JSON format, especially in big data storage. For this study, ANN and Random Forest have been chosen for experimentation since their involvement in medicine has proven to help hospitals work more efficiently and effectively. According to the availability of WEKA, Multilayer Perceptron is chosen on behalf of Artificial Neural Network. The subsets are tested on a few layers and depth to find the most effective accuracy. The dataset is also tested once by a few K-Fold Cross-Validation.

The last step involved in evaluating or interpreting knowledge where it evaluates and interprets the results, rules, and reliability of the objectives is identified in the first step. By the end of the experiment, the accuracy obtained by the test set will be compared to use for the model development because this set allows a data sample that provides an impartial assessment of the appropriate final model on the training dataset. This test set serves as a proxy for new data. In this study, accuracy is used to determine how predictions can be made.

\[
\text{Accuracy} = \frac{TP+TN}{TP+FP+TN+FN}\quad (3)
\]

In WEKA, TP (True Positive) + TN (True Negative) is used for Correctly Classified Instances, whereas FP (False Positive) + FN (False Negative) is used for Incorrectly Classified Instances. The % of Correctly Classified Instances in WEKA gives the model’s accuracy.

Fig. 1 shows the phase of KDD used in this study.

### 4. Result & Analysis

Statlog (Heart) dataset is tested using Artificial Neural Network and Random Forest, involving various layers and depths according to WEKA availability. This study used two types of testing to obtain the results: dataset percentage splitting and K-Folds Cross-Validation. For dataset percentage splitting, the original Statlog (Heart) dataset is split into two new subsets, training and testing dataset. There are three parts of subsets involved. The first subset is 65% (training set) and 35% (test set), the second subset is 70% (training set) and 30% (test set) and the last subset consist of 80% (training set) and 20% (test set). For this study, K-Fold Cross-Validation uses 2, 5, and 10 folds for the dataset. These numbers are randomly selected to see the distribution of results and how they can affect the accuracy.

Artificial Neural Network (Multilayer Perceptron) involves 2 types of layers, namely Single Layer (no hidden layer) and 3-Layer (a, 6, 8). In contrast, Random Forest involves one level of depth, a maximum depth of 0 (unlimited). These parameters are used to compare and observe how the number of layers involved can affect the dataset model’s range of results and accuracy. For the Random Forest classifier, the subsets are tested on Max Depth 0, with an unlimited number of trees used to generate the result. This study chose not to do another Random Forest parameter on the dataset as the default depth, 0, offers an unlimited depth that will traverse as many trees in this dataset as possible. Table 3 shows the result obtained by testing on an Artificial Neural Network and Random Forest for a split dataset.

<table>
<thead>
<tr>
<th>Table 3 Summary of Split Percentage Dataset Result</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Training Set</strong></td>
</tr>
<tr>
<td>65%</td>
</tr>
<tr>
<td>M</td>
</tr>
<tr>
<td>L</td>
</tr>
<tr>
<td>c</td>
</tr>
<tr>
<td>R</td>
</tr>
</tbody>
</table>

The results obtained show a very high level of accuracy for all training sets in this layer. As expected, the accuracy results dropped after the test set was applied to the dataset. The accuracy varies according to the percentage of samples used, and the number of layers included. Adding more layers can increase the number of hidden layers and the number of neurons in each of those layers. That, in turn, allows the model to adapt to more complex and difficult functions. For Artificial Neural Network (Multilayer Perceptron), the subsets are tested with 500 Epochs, Learning Rate: 0.3 and under Momentum = 0.2.

The results obtained by the training set were not much different from the results obtained at Single-Layer, where it was at a very high level. Although it is not significantly different from the Single-Layer accuracy results, the test set for the 35% dataset showed slightly less accuracy than the other data. The overall fixed results can be categorized as good and can
be used for predictive models.

The accuracy obtained by the test set is relevant because its accuracy will usually not exceed the accuracy of the training set as the model optimizes training data most of the time. Reaching a high accuracy for the test set should be a sign that the set has leaked into the training set, or there may also be an error during the process of dividing parts of the dataset. The difference also means this model is suitable for training data but unfortunately performs poorly on invisible data.

For Random Forest, the accuracy results obtained reached 100% for all the training datasets involved. The accuracy of the test set, on the other hand, showed very similar results to the test set in Artificial Neural Network (Multilayer Perceptron), with a minimum difference where it ranged from 58.9% to 64.6%.

The accuracy results from each test applied to the subset using Artificial Neural Networks (Multilayer Perceptron), and Random Forest showed consistent and reliable accuracy results. It can guarantee that this dataset can produce strong and reliable predictions.

Table 4 summarized the accuracy obtained by Statlog (Heart) dataset after being tested as a whole set on a few K-Fold Cross-Validation.

<table>
<thead>
<tr>
<th>Folds</th>
<th>2</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single-layer</td>
<td>65.1%</td>
<td>62.2%</td>
<td>58.5%</td>
</tr>
<tr>
<td>3-layer</td>
<td>33.3%</td>
<td>64.4%</td>
<td>67.4%</td>
</tr>
<tr>
<td>Accuracy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max Depth</td>
<td>60.3%</td>
<td>64.8%</td>
<td>64.4%</td>
</tr>
<tr>
<td>RF</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max Depth</td>
<td>60.3%</td>
<td>64.8%</td>
<td>64.4%</td>
</tr>
</tbody>
</table>

Based on the results shown above, it can be seen that the results vary according to the number of folds involved. The results obtained from this K-Fold Cross-Validation test show only a slight difference from the accuracy achieved by the test on dataset splitting. For Artificial Neural Network (Multilayer Perceptron), the results range from 58.5% to 65.1% for Single-Layer. However, it decreased significantly in the 3-Layer test for 2-Fold Cross-Validation with an accuracy of only 33.3%. For Random Forest, the result shows nearly the same accuracy for each fold, starting from 60.3% to 64.8%.

The study compared all the accuracy achieved by the test set from the dataset splitting and K-Fold Cross-Validation to determine the most appropriate algorithm to use. This study proposed developing a Heart Disease Prediction Model using an Artificial Neural Network (Multilayer Perceptron) based on several aspects such as consistency and complexity. The accuracy obtained by Multilayer Perceptron was not much different from each other, may it be in dataset splitting or K-Fold Cross-Validation. Its accuracy varies according to the layers involved, where this flexibility can bring more choices on experiments and results simply by manipulating the layers to be used. However, the results obtained by Artificial Neural Network (Multilayer Perceptron) were more applicable as both training, and test sets showed a consistent accuracy. The result was not too far apart from each other.

Fig. 2 indicates the suggested model to build Heart Disease Prediction Model.

5. Conclusions

This study aims to propose a predictive model for heart disease using machine learning. The study proposed a Heart Disease Prediction Model Using Artificial Neural Network (Multilayer Perceptron) based on the obtained result. Initially, the study was conducted by testing the dataset with Artificial Neural Network (Multilayer Perceptron) and Random Forest on a few subsets of training and test sets. The study results concluded that the Artificial Neural Network
Artificial Neural Network (Multilayer Perceptron) showed slightly better performance than Random Forest. The accuracy achieved by both subsets is at a satisfactory level, reaching 99.5% for the training set and 67.9% for the test set. The high accuracy achieved by the training data suggested that the current model configuration successfully captures the complexity of the data set. In addition, the results obtained also did not show any signs of overfitting in the model.

While Random Forest achieved 100% for training set accuracy for all sets, the test set accuracy, unfortunately, portrayed a slightly substandard performance than Artificial Neural Network (Multilayer Perceptron).

The study also performed several tests using k-fold cross-validation, and the accuracy obtained varied, depending on the number of folds involved. The smallest folds gave the least accuracy, and the accuracy increases as the number of folds are built on. The highest accuracy gains by Artificial Neural Network (Multilayer Perceptron) is 67.4% while Random Forest reach 64.8% for its highest peak.

This study chose to use both methods, dataset splitting, and K-Folds Cross-Validations, to determine which algorithms could achieve maximum accuracy. That is to test the extent of the difference when testing a dataset by dividing it into several subsets and testing the entire dataset at once. There is a possibility that some of the split data may not fit in its subset, so by using K-Fold Cross-Validation, all instances in the dataset will be tested fairly and thoroughly. Meanwhile, the use of dataset splitting also has several reasons. One of the few is to get the well-fitted model while preventing overfitting. Overfitting could happen when the dataset is doing much better on a training set rather than a test set. If the model is still experiencing overfitting even after using the dataset splitting technique, one way that can be used is to increase the volume of data for the training subset. Upon completing the training phase of a model, it should supposedly be tested using new inputs to see if the model is ideal and to expect the model's success rate. Herewith, the study was able to observe and compare the accuracy obtained. The three types of subsets and the three types of folds used to produce accuracy variations vary according to capability, and each has its description.

In conclusion, this study aims to evaluate the performance of the two machine learning algorithms. Our research perspective is to present an ideal one to help develop an efficient and effective heart disease prediction model. However, the limitation is towards the dataset size where we have segregated the original data into 2 sets, i.e., training and testing sets. Artificial Neural Network (Multilayer Perceptron) is expected to help develop this predictive model with the accurate results obtained. That would make it easier for the health practitioners to provide an accurate prognosis and diagnosis while helping to reduce the number of patients with serious heart disease.

Several suggestions can be put forward to ensure the effectiveness of this study for future work. Future studies could explore this issue further by increasing the number of datasets and algorithms used. This study can provide more reliable and accurate correlation coefficient results and develop a system capable of assisting the early prognosis of heart disease.
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