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Abstract: Several challenges related to predicting students' academic achievement in fully online learning
are defining the dataset used as a predictor. Accordingly, in this study, we define the dataset as categorical data from
student demographic profile data, activities, and learning habits of Fully Online Learning students at the Universitas
Terbuka (UT). This study's main objective is to predict early academic achievement of fully online learning students
using category data as features and to identify relevant important features/predictors. We apply several machine
learning (ML) classification algorithms to make early predictions of student academic achievement. This study uses
75,136,349 UT-LMS log data, combined with the demographic profile of 101,617 undergraduate students in fully
online learning. Datasets were converted into categorical data to minimize noise arising from large datasets. This
study found that the influence factors to student's academic achievement are online learning activities related to
access day, study time, and student profession profile. Most students were accessing the UT-LMS on Monday, and
the time was in the evening. The evaluations and experiments showed that the random forest algorithm could
achieve 85.03% accuracy for the balancing dataset with SMOTE, encoding ordinal data with a label encoder and
nominal data with a one-hot encoder. The findings can assist lecturers in designing instructional strategies to
improve the student's academic achievement success. Furthermore, the principal novel contribution of this study is
how to explore the UT-LMS log data and student demographic data to define it as a categorical data set in the
machine-learning classification algorithms. The process of categorizing datasets in this study is more of an art than
a science, but this research can form the basis for similar research with other scientific principles analysis. So that
similar research after this produces a more optimal accuracy.
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1. Introduction

Open and Distance Learning (ODL) provides
alternative learning and educational opportunities that
citizens can access without geographical, physical,
social, and economic constraints. Along with the
development of Information and Communication
Technology (ICT), ODL can apply technology that
allows students to learn across time and space
according to students' flexibility [1]. The application of
ICT in education is known as online learning, which is
usually via the internet, so that the characteristics of
students in online learning are very heterogeneous.
This can be seen from the diversity of students
participating in online learning based on their
demographic profiles. Online learning is a system that
includes applying several ICTs to benefit students'
learning and education anytime and anywhere. It is
important to understand how students learn to
determine the appropriate learning strategies through
online learning in the knowledge construction process.

The online learning system provides students with
more interactivity and flexibility to use online devices
at any time and anywhere. On the one hand, teachers in
online learning, especially learning fully online (FO),
do not have complete information about the
characteristics, habits, and activities of learning, as well
as the progress of student academic achievement like
that of teachers in the face to face (F2F) learning
environment. At F2F, teachers can immediately see
how students learn and can directly adjust the
instructional strategies used if they feel that many
students have experienced failures in the learning
process. On the other hand, teachers in FO socialize
students virtually, so they cannot directly adjust their
instructional strategy [2].

Learning management systems (LMS) are widely
used in online learning, both for blended learning and
fully online learning. The LMS records all interactions
the user makes on the system in a log file. Student’s
activity information in log files can be useful to predict
the success of student’s academic achievement.
However, in online learning systems, teachers
sometimes have difficulties measuring student
engagement compared with traditional learning modes
(e.g., value metrics, class attendance, and participation

in discussions) because many variables are not directly
available in online learning systems. Thus,
investigating e-Leaning student activity becomes a
challenging task.

The objective of this study is to explore the profile,
learning habits, and learning activities in online
learning to predict the success of student academic
achievement in fully online learning. Using the ODL
system, higher education institutions can plan the best
instructional strategy to increase students' academic
achievement. In this study, the success of student's
academic achievement was measured based on the
Grade Point Average (GPA) obtained by students [3].
Previous studies have shown that instructional
strategies positively predict GPA [4]. On the one hand,
instructional strategy training and motivation did
produce a higher GPA of students and positively
affected the learning outcomes of ODL students [5].

Modeling and predicting the academic achievement
success of online learning students effectively based on
LMS activity log data using machine learning
classification algorithms are challenging tasks because
different classifications will provide different
predictive results in different contexts. Accordingly, we
constructed a data set in this study by considering a
broad exploratory data analysis on various
mathematical and statistical techniques. The data set
construction in this study used demographic profile
data, academic data, student learning habits data, and
activities related to interactions in LMS. The collected
dataset is big data with quite large noise, so it needs
exploratory data analysis techniques to minimize the
noise. The prediction model in this study used a
machine-learning classification algorithm because the
type of class data was discrete. In this case, to analyze
the effectiveness of the prediction model, ensemble
methods for machine learning algorithms (Random
Forest (RF), Decision Tree (DT), Gradient Boosting
(GB), and Adaptive Boosting (AB) [6].

2. Related Works

The ODL system allows students to learn flexibly,
which is not bound by time and space. UT implements
the ODL system in the learning process. One of the
learning modes provides by UT is fully online learning,
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which in the process uses an LMS. UT student
participants have a heterogeneous demographic profile
because learning with the ODL system can be done
anytime and anywhere. Thus, fully online participant
students have a variety of learning contexts. The
learning context represents the factors of the learning
environment that can give meaning to the messages
they receive. Considering the learning context of
students will produce a systemic and systematic
instructional design. The description of the context of
student learning in participating in online learning can
be analyzed based on the data stored in the LMS log
file.

Modular  Object-Oriented Dynamic  Learning
Environment (Moodle) is an open-source LMS
platform that has been used in 251 countries by the end
of 2020. Three indicators as the main function of
Moodle are 1) Login activity, 2) Forum Activity, and 3)
Assessment Activity. Students may use different LMS
features in different ways; therefore, it is difficult to
find a series of variables that consistently predict
student performance in learning [7]. The researcher
must use a meaningful log file size, which follows the
learning theory [8].

According to the theory of self-regulation learning,
the measure of time spent by students in the learning
process is useful in modeling student’s performance in
several studies. Most of the research was carried out in
the context of blended learning [7], [9], [10], [11];
therefore, student interactions with LMS features in
that context are different from fully online students.
The main requirement in planning fully online learning
is to correctly predict early academic performance to
address student weaknesses [12]. Factors predicting
ODL students' success include high motivation, age,
and study habits [13]. In addition, in the LMS, the
interaction factor of students with the LMS, which
varies with demographic factors, can affect students'
performance [14]. However, the limitations of these
studies are the small amount of data collected and in
the context of blended learning. So, for fully online
learning, a different data collection method was
needed.

One approach that can be used is to predict
academic achievement at the end of the semester using
student’s log data from the LMS. This study discusses
how to construct data sets for this purpose. The
collected raw data must go through preprocessing
before it is ready to be used in the prediction model for
the success classification of student's academic
achievement. The prediction model in this study uses
machine learning algorithms that have proven their
ability to predict learning data [15], [16], [17].

Much literature focuses on predicting student
performance in solving problems or completing courses
[18]. Many machine learning techniques, such as
artificial neural networks, decision trees, and

probabilistic graphic models, are applied to develop
predictive algorithms. Research aimed at predicting
student academic performance using various
performance metrics uses machine learning algorithms
[19], [20], [21]. However, it is not clear which model
is among the various models. Machine learning
accurately predicts student performance because
various authors present conflicting results regarding the
accuracy of model predictions.

Overall, although the current literature provides
interesting predictions in online learning, it is limited to
data methods derived from the results of filling out
student or teacher questionnaires on blended learning.
So, the main purpose of this study is to use machine
learning algorithms as a classification model in
predicting academic achievement of online learning
students in fully online learning based on student
demographic profile data, student learning habits data,
and student activity in e-Learning recorded in the LMS
system.

3. Material and Method

In this study, a Jupyter Notebook was used with the
Python programming language to conduct experiments
because it is easy to understand and has an open-source
that can develop insights on data analysis. We use
various machine learning algorithms, which were
applied to predict the academic achievement of online
learning students based on student demographics,
student learning habits, and learning activities in the
LMS system. The mathematical and statistical
techniques selected are suitable for attributes to the
domain and categorical education. The main steps in
this research use a data science approach, as shown in
Fig. 1.

3.1. Dataset

Instructional at UT is based on the principle of self-
regulated learning, which is an instructional process
that demands students’ initiative. Students can learn by
studying teaching materials, studying through study
groups, or by attending tutorials. The instructional
mode can be done face to face (F2F), blended learning
(BL), or fully online (FO). In FO mode, instructional is
delivered in the form of e-Learning which can use
LMS.

Online learning at UT is provided in the form of an
online tutorial using the Moodle LMS platform. An
online tutorial is a learning service provided by UT,
held in 8 sessions for eight consecutive weeks. To
participate in the online tutorial, UT students must
activate the UT-LMS and fill out a form available to
participate in the online tutorial. The online tutorial
assessment consists of attendance scores, discussions,
and assignments, where the assessment is all done
online. The assessment contributes 30% to the course’s
final grade if the final semester exam score reaches
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30% of the maximum score.

This study uses data from students who took part in
the UT-LMS in 2019/2020.1. Respondents of UT-LMS
participants in this study came from various regions,
ages, professions, highest education, and gender, as

well as various academic profiles (faculty, study
program, and semester). We use student profile data
from the Student Academic Information System-UT
and student log data from UT-LMS.
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Fig. 1 Workflow for prediction of student academic achievement success with data science approach

The Moodle log file as a UT-LMS platform
contains records of student activities in online learning,
which are still in raw data. This raw data has not
concretely demonstrated a theoretical framework that is
more commonly used in learning [7]. This study seeks
to generalize LMS data so that analysis can be carried
out accurately, especially online learning, which is
carried out fully online at universities using the ODL
system.

Referring to the UT-Online Tutorial Guide, online
learning courses at UT have the same structure,
namely: 8 initiation materials, eight discussion
activities, and three assignments (on weeks 3, 5, and 7).
Students carry out online tutorial activities
asynchronously so that their activities and access times
to online tutorials vary widely. In general, log data can
show each student's learning habits and activities in an
online learning class. Statistic descriptions of the UT-
LMS features used in the study are summarized in
Table 1 below.

Table 1 Statistic description of log data UT-LMS 2019/2020.1

Feature Count Unique Description

Time 75,136,349 4,442,260  The timestamp when the
activity was recorded

User full 75,136,349 119,107 Student's full name and

name ID

Affected 75,136,349 116,334 Full name of the affected

user user

Event 75,136,349 164,248 Activity Context to which

context the activity is subject

Component 75,136,349 27 The component of the
section to which the
activity is subject

Course 75,136,349 13,080 Information about Course

Eventname 75,136,349 82 The name of the activity

is according to the type
and class of activity
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Feature Count Unique Description

Description 75,136,349 A description of the
48,543,727 activity that describes the

activity and user in

Moodle

Origin 75,136,349 3 Log Origin (Client/Web
Server)

IP address 75,136,349 546,750 IP Address of the device

that the user uses to log
into the system

Source 75,136,349 1,022 File data

The data described in Table 1 is the raw LMS log
data obtained by downloading from the UT server
system. The log data consists of 1,022 files that are
aggregated using the glob () function in Python. The
data is from 13,080 classes (class courses and UT
community forum classes). The log data is unstructured
because of the considerable diversity of each column.
The LMS log data is extracted into features of learning
habits and learning activities according to analytical
needs, interpreted in a structured format as output.
Student learning habits data is obtained by extracting
time information from the "time" column, while
student learning activity data is obtained by extracting
information from the "event name" column in the raw
LMS log data.

This study uses data on learning habits and
activities that were relatively strong predictors in

previous research [7] and adapted to the online tutorial
structure consisting of material, discussion forums, and
assignments. The data extraction results are stored in a
file with CSV format, which is then merged with the
profile data using Student_ID and Course_ID as keys.
The data collected is data with large and inconsistent
transactions, so certain concepts and methodologies are
needed to change the data structure. Data munging is a
set of concepts and methodologies for taking data from
unusable and faulty forms to the structure and quality
required in analytics.

The raw data collected comes from several sources
and is large in number, so there needs to be a specific
technique in gathering and reading this data. This study
uses Microsoft Excel to manage data sets in different
formats and forms. As for preprocessing, this study
uses the Jupyter Notebook with the Python 3.6
programming language, Pandas, NumPy, and
Matplotlib. The preprocessing data for learning habits,
activity learning, and profile produce a dataset ready to
be entered into a prediction model using a machine
learning algorithm.

Preprocessing data to be numeric into categorical
data varies between features depending on the
characteristics of the data. The results of converting
numeric data into categorical data produce a new
dataset labeled as predictor and target attributes with
detailed descriptions shown in Table 2 below.

Table 2 List and description of predictor and target of attributes

Attribute Description

Predictor Learning Activity

N_module_viewed "moderate,” or "high"

N_discussion_viewed s
- - time

N_discussion_created "high"

The frequency of student viewed resources (learning material) which is categorized into "low,"
The frequency with which students discuss the forums which are categorized as: "once," or "at no
The number of discussions a student creates on the forum is categorized as: "low," "moderate," or

The frequency of students viewed the status of tasks on assignments which are categorized into

N_assignment_viewed
N_assignment_upload

N_assignment_created

N_hits_T1

N_hits_T2

N_hits_T3

N_hits_T4

N_hits_T5

N_hits_T6

N_hits_T7

N_hits_T8

N_time

Predictor Learning Habit

N date

Mode access days

Mode Study Time
Predictor Student Profile
Gender

"low," "moderate,” or "high"

The number of tasks that students submitted or uploaded to assignments which categorized as:
""zero," "one task," " two tasks," or "three tasks"

The number of tasks that students made on assignments which categorized into "at no time," "1-3
time," " >3 time,” “zero," "one task," "two tasks," or "three tasks"

The number of student hits in week 1 which categorized into "low," "moderate," or "high"
The number of student hits in week 2 which categorized into "low," "moderate," or "high"
The number of student hits in week 3 which categorized into "low," "moderate," or "high"
The number of student hits in week 4 which categorized into "low," "moderate," or "high"
The number of student hits in week 5 which categorized into "low," "moderate," or "high"
The number of student hits in week 6 which categorized into "low," "moderate," or "high"
The number of student hits in week 7 which categorized into "low," "moderate," or "high"
The number of student hits in week 8 which categorized into "low," "moderate," or "high"
The number of student hits on online learning which categorized into 'low', 'medium’, or 'high’

The number of days for students access to online learning which categorized into "low,"
"moderate," or "high"

Most of a weekday that student access to online learning (Monday, Tuesday, Wednesday, Thursday,
Friday, Saturday, Sunday)

Most of the time that student access to online learning (morning, afternoon, evening, or night)

Gender of Student (female, or male)
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Attribute Description

Age The student age in years which categorized into <25, 25-35, 36-45, 46-55, or > 55

Region The region where students live are categorized based on the islands in Indonesia, namely: Sumatra,
Java, Borneo, Sulawesi, Bali & Nusa Tenggara, Maluku & Papua”, or "Overseas"

Profession Category of student work (teacher, police/army, civil servants, private, entrepreneur, works (no

name), or "“does not work)
Highest Education
Range years of the highest
education
Faculty
Study Program
Semester
Target

Academic Achievement "Moderate.” or "Good”

Student's highest education (High school, diploma, bachelor, or'Postgraduate)
Range years of the highest education which categorized into <5 years, 6-10 years, or > 10 years

Faculty of Student (FE, FHISIP, FST, or FKIP)
Student Study Programs are categorized into "science" and "social"
Semester students when taking online learning are categorized into: 1-2 smt, 3-4 smt, or >4 smt

Students' academic achievement based on semester-GPA (S-GPA) which categorized into "Poor,"

3.2. Exploratory Data Analysis

The dataset used in machine learning algorithms
should not have missing values and outliers for
maximum results. The results of presenting numerical
data in the boxplot show that they are not included in
the observation box located near the quartile, which are
outliers (Fig. 2). Furthermore, the Exploration Data
Analysis technique needs to be carried out before the
data is included in the prediction model using a
machine learning classification algorithm because the
existing dataset has missing values and outliers.

Machine learning algorithms will produce better
performance when their numerical input is at a standard
scale. Based on this, we use exploratory data analysis
as a set of techniques in engineering for data before
applying it to machine learning algorithms.

Based on the exploratory data analysis technique,
this study compares the accuracy of the machine
learning algorithm between the two techniques for
converting categorical values into numerical values.
There are many techniques for converting categorical
values to numeric values with different trade-offs and
impacts on the dataset's features. This research focuses
on Label-Encoder and One-hot Encoder techniques
using the SciKit-Learn library in Python, which are
expected to model and perform better.

B AT

Fig. 2 Visual outlier data set with boxplot

Categorical data encoding has an important effect
on the performance of machine learning algorithms
[22]. This study compared the accuracy of the dataset
with different encoding techniques. There are 3 (three)

dataset schemes for encoding techniques, namely:
scheme 1: all categorical data attributes (ordinal and
nominal) are converted to numbers using encoding
labels; scheme 2: all categorical attributes (ordinal and
nominal) are converted to numbers using one-hot
encoding; and scheme 3: ordinal categorical data
attributes are converted to numbers using label
encoding while nominal ones use a one-hot encoding.

3.3. Prediction Model

The prediction model in this study is a supervised
machine learning method and uses a machine-learning
classification algorithm. Supervised classification
techniques are used to determine the best predictive
model that fits the requirements to provide optimal
results. The four machine learning algorithms chosen in
this study are Random Forest (RF), Decision Tree
(DT), Gradient Boosting (GB), and Adaptive Boosting
(AB) because the prediction results in this study are the
discrete class, namely: poor achievement, moderate
achievement, and good achievement. The four
algorithms include the Ensemble Learning algorithm,
which combines several individual prediction models
(called estimators) in an ensemble to improve the
quality of predictions. These algorithms work
extensively in Learning Analytics research and can
work well with a missing value [23]-[28].

4. Result and Discussion

In this section, we perform an extensive
experimental analysis of various machine learning
algorithm classification models using profile data and
student activity log data. The analysis was carried out
on students who participated in online learning fully
online at the Universitas Terbuka. Preprocessing
research data uses Exploratory Data Analysis
techniques to obtain data that can maximize the
efficiency and effectiveness of machine learning
algorithms.

This study used a supervised learning approach by
classifying student academic achievement based on
GPA data at the end of the semester (S-GPA). The
classification of student academic achievement was
grouped into 3 (three) based on the S-GPA obtained,
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namely: 1) "poor" if the S-GPA is between 0 and 2.00;
2) "moderate" if the S-GPA is between 2.01 and 3.00,
and 3) "good" if the S-GPA is between 3.01 and 4.00.
Ehe RF, DT, GB, and AB algorithms were compared to
select the most suitable and robust algorithm for this
study. Algorithms vary depending on the dataset,
efficiency, and performance of the tool library used.
The machine-learning algorithm uses training data and
test data in this study using 70% training data and 30%
test data. The discussion of the results of this study is
divided into description analysis, prediction and
evaluation, and feature analysis. These are now
presented and discussed.

4.1. Description Analysis

The dataset used in this study has gone through a
data preprocessing process, which takes quite a lot of
time, among other process stages. In the Exploratory
Data Analysis technique, the user must experience a
try-error so that the resulting data set follows the
learning theory in general. At the end of the
preprocessing activity, it is obtained 27 attributes with
373,732 instances can be used in the prediction model
of this study. As shown in Table 4, statistical
descriptions of categorical data show each attribute's
uniqueness and highest frequency in this study.

Table 3 Statistical description of categorical data as predictors and

targets
Attribute Count 32;8:9 Symbol
Predictor Learning Activity
N_module_viewed 373.732 3 X1
N_discussion_viewed 373732 2 X2
N_discussion_created 373.732 3 X3
N_assignment_viewed 373.732 3 Xa
N_assignment_upload 373732 4 Xs
N_assignment_created 373.732 3 Xe
N_hits_T1 373.732 3 X7
N_hits_T2 373.732 3 Xs
N_hits_T3 373.732 3 Xo
N_hits_T4 373.732 3 X0
N_hits_T5 373732 3 X1
N_hits_T6 373732 3 X12
N_hits_T7 373.732 3 X3
N_hits_T8 373.732 3 X
N _time 373.732 3 Xis
Predictor Learning Habit
N_date 373732 3 Xi6
Mode_access_days 373.732 7 Xar
Mode_Study Time 373.732 4 Xig
Predictor Student Profile
Gender 373732 2 X19
Age 373.732 4 X20
Region 373.732 8 Xa1
Profession 373732 7 X22
Highest Education 373732 4 X3
Range years of the highest 373.732 X
education 3 4
Faculty 373732 4 Xos
Study Program 373732 2 Xo6
Semester 373.732 3 Xaor
Target
Academic Achievement 373.732 3 Y

Most machine learning algorithms are better off
with numeric input, so the features from the categorical
data in Table 3 are converted into numeric data.
Furthermore, the prediction model is used to determine
which target category of the predictors is as input. The
machine learning algorithm produces a functionf: R* -
{1,2,3} to accomplish this task. The model can be
written as the equation (4.1).

Y = f(X) (4.1)

The model provides the input described by the
vector X with the target category identified by the
numeric code Y.

Students' learning activities and habits were
captured with the input sequence
(X1, X5, X5, ..., X; ..., X)) in this study. Therefore, the
resulting prediction model output is a sequence
Y, Y, Ys, ... Y .0, Y,), with  Y; representing  the
category of student academic achievement in semester
X;according to the input sequence. Thus, the prediction
model predicts the category of student academic
achievement in the coming semester using activity data
and student learning habits in the previous semester.
This allows teachers to determine instructional
strategies that are appropriate to the context of the
learners.

4.2. Prediction and Evaluation of the Optimal
Model

The key performance indicators described in this
paper only used accuracy values due to the limited
space in this paper. In the case of classification,
accuracy is the most used evaluation metric in machine
learning. Accuracy is the ratio between the number of
true positive and true negative results of the
comprehensive test data. The accuracy formula using a
confusion matrix is shown in equation (4.2).

True Positives+True Negatives (4 2)
True Positives+False Negatives+True Negatives+False Positives )

Table 4 presents the accuracy of scheme 1, scheme
2, and scheme 3 for the imbalanced data set and the
balanced dataset using SMOTE. The machine learning
classification algorithms used are RF, DT, GB, and AB.

Accuracy =

Table 4 Comparison for accuracy of scheme and classifier
algorithm (N = 373,732)

Accuracy (%)

RF DT GB AB
Original Data (Imbalance)

Scheme

Scheme 1 (28 columns) 72,47 60,20 59,706 58,730
Scheme 2 (104 column) 71,07 60,45 59,544 58,494
Scheme 3 (54 column) 74,33 60,32 59,712 58,728

Resample Data (Balance with SMOTE)

Scheme 1 (28 columns) 84,40 52,02 56,61 5259
Continuation of Table 4
Scheme 2 (104 column)
Scheme 3 (54 column)

81,05 50,69 5041 49,32
85,03 5114 4928 48,35

The imbalanced data set used in the classification
model tends to show less accuracy in predicting minor
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classes because classifiers tend to ignore minor class
misclassifications. The number of attributes is
insignificant with the accuracy achieved. Based on
Table 5, the accuracy of the classification of student
academic achievement in the three schemes between
the Imbalance and Balance data has a different pattern
in terms of the highest accuracy.

RF has the highest average accuracy for classifying
the successful academic achievement of online learning
students in this study. A balanced dataset with SMOTE
using one-hot encoding techniques for nominal data
and labels encoding techniques for ordinal data shows
an accuracy of 85.03%. These results align with [29],
which states that RF in many empirical studies has high
predictive accuracy with good tolerance for abnormal
values and noise. RF is a combination algorithm
proposed by Breimanin 2001. If the prediction result is
a discrete value, then the classification case, and if the
prediction result is a constant value, then the regression
case [29].

90
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85 81,05

80

74,33

75

72,47
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7
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60
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m Original Data (Imbalance) = Resample Data (Balance with SMOTE)

Fig. 3 Accuracy (%) of classification using the random forest
algorithm

Fig. 3 compares the RF accuracy of each scheme,
where the accuracy with the balanced dataset has
higher accuracy than the imbalance data. The
difference in accuracy between the imbalanced dataset
and the balance is between 9.98% and 11.93%. Of
course, the difference in these numbers is very
significant in an accuracy value in a prediction model.

4.3. Feature Analysis

Each feature predictor influences the resulting
prediction. To determine the influencing features, we
determine the importance feature score. The RF
algorithm can measure the relative importance of each
feature on the predictions. Python's Sklearn library
provides a tool that measures important features by
looking at how many nodes are using those features.
The core idea is to calculate the degree of reduction in
RF prediction accuracy by adding noise to each feature.
Fig. 4 shows the importance of the dataset's features
using the RF and Sklearn classification algorithms.

According to Fig. 4, features that play a role in
predicting academic achievement in this study are
those related to the mode of days to access, student
profession, and mode of study time of student access to
UT-LMS. This result is in line with research [2] which
states that four factors determine a major contribution
to predicting student academic  performance,
profession, study time, and region.

Variable Importance Plot From Random Forest
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Fig. 4 Bar chart feature importance

5. Conclusion

The early prediction of student academic
achievement in this study uses a machine-learning
classification algorithm. Classifying student academic
achievement can be done at the beginning of learning
based on student profile data, activities, habit learning,

and the previous semester's S-GPA. This study aims to
first use categorical data as predictors and targets, and
then the early prediction of student academic
achievement with the selected model, and identify
important features/predictors that are relevant. The
categorical process of the dataset in this study is more
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of an art than a science because categorizing each
feature, both predictor and target, is subjective, not
easy to explain or replicate. However, this research can
be a basis for similar research with other scientific
principles analysis. So that similar research after this
produces a more optimal accuracy. The use of data
categories as predictors and verification of model
accuracy by testing datasets can be carried out as a
routine procedure at the beginning of each semester.
More accurate prediction models and specific critical
features are used for further analysis. The empirical
results of this study will provide knowledge for
teachers/tutors in developing practical and realistic
instructional strategies through making the right
decisions and focusing on maximizing student
academic achievement.

This study collected demographic profile data and
UT-LMS log data to build predictive models of student
academic achievement in fully online learning. EDA is
carried out to define the dataset precisely and format
the dataset for the ML classification model. Data
categorization has been carried out to reduce noise
caused by the distribution of the dataset. Several ML
classification algorithms were applied to the dataset of
this study. The ML classification model utilizes student
learning activity data recorded in UT-LMS, combined
with student demographic profiles and S-GPA. The first
experiment results showed that the RF algorithm is the
best algorithm with an accuracy of 85.03% on the
imbalance data technique using SMOTE, the
categorical data conversion technique using one-hot
encoding technique for nominal data, and the label
encoding technique for ordinal data. Table 4 reveals
that the accuracy with the RF algorithm is higher than
the accuracy with the DT, GB, and AB algorithms. The
results of the second experiment show that the most
important variables to predict academic achievement of
fully online class students are the mode of days to
access, student profession, and mode of study time of
student access to UT-LMS. Most students in fully
online learning access UT-LMS on Mondays and at
night.

However, some limitations should be noted. First,
students who are respondents in this article are limited
to fully online class participants at UT in one semester.
This could be improved by analysis for students from
other universities over a longer semester span. Second,
the course content factor is not included as a predictor
in the dataset because the content collection for each
available course is carried out in this study. The dataset
collection in this study uses a data lake with a post-hoc
approach, where metadata is generated after the data
set is created, without the help of the dataset owner [1].
In this study, the dataset owner is a university that has
different policies regarding student data. So that
researchers have their challenges in the data acquisition
process. In future work, we plan to use data spanning

more semesters and then use the predicted results as the
basis for recommending appropriate instructional
strategies for fully online learning. This approach will
help students achieve higher academic achievement at
the end of the semester.
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