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Abstract: The network intrusion detection system (NIDS) is the key player to detect and mitigate Botnet 

Malware attacks. A plug-and-play NIDS, Kitsune, was proposed in the literature in 2018 as one of the best 

candidates. Kitsune's core algorithm is KitNET based on the ensemble of artificial neural networks called 

'autoencoder' to classify legitimate and suspicious network traffic. Moreover, the Kitsune Network Attack dataset 

was donated to the UCI machine learning repository in October 2019. The study of Kitsune is found to be deficient 

in discussing the performance of other machine learning algorithms for Mirai Botnet malware attack detection 

besides artificial neural networks. Moreover, the study reported the performance as a true positive rate (TPR) and 

false-negative rate (FNR) only. In this paper, we propose that the selection of the model should be a function of 

TPR, FNR, training accuracy, test accuracy, misclassification cost, prediction speed, and train time. This paper 

presents a comprehensive investigation for selecting optimal machine learning model(s) for Kitsune. In this 

investigation, a large set of machine learning algorithms have opted. Our study reveals that the variants of tree 

algorithms such as Simple Tree, Medium Tree, Coarse Tree, RUSBoosted, and Bagged Tree have reported similar 

effectiveness but with slight variation inefficiency. Finally, Coarse Tree has won the competition and best-suited 

algorithm for Mirai botnet malware attack detection. 

Keywords: cybersecurity, malware, botnet attack, Kitsune, network intrusion detection. 

 

风筝 检测未来 僵尸网络恶意软件攻击的最佳机器学习模型 

 

摘要：网络入侵检测系统是检测和缓解僵尸网络恶意软件攻击的关键角色。即插即用的

网络入侵检测系统风筝于2018年在文献中被提出作为最佳候选系统之一。风筝的核心算法是

风筝网，它基于称为“自动编码器”的人工神经网络集合，用于对合法和可疑的网络流量进行

分类。此外，风筝网络攻击数据集于2019年10月捐赠给了加州大学尔湾分校机器学习存储库

。发现风筝的研究缺乏讨论除人工神经网络之外的其他机器学习算法用于未来僵尸网络恶意

软件攻击检测的性能。此外，该研究仅将性能报告为真阳性率和假阴性率。在本文中，我们

建议模型的选择应该是真阳性率、假阴性率、训练准确率、测试准确率、误分类成本、预测

速度和训练时间的函数。本文介绍了为风筝选择最佳机器学习模型的全面调查。在本次调查

中，选择了大量机器学习算法。我们的研究表明，简单树、中树、粗树、随机欠采样提升和

袋装树等树算法的变体报告了类似的有效性，但效率略有变化。最终，粗树赢得了未来僵尸

网络恶意软件攻击检测的竞争和最适合算法。 

关键词：网络安全、恶意软件、僵尸网络攻击、风筝、网络入侵检测。 
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1. Introduction 

In the past decade, intensive growth in information 

and communication technology (ICT) has been 

observed. It includes, but is not limited to, efficient 

communication media, high-performance computing, 

massive storage units, etc. This growth has played a 

catalytic role in various real-world applications such as 

banking, finance, e-commerce, m-commerce, e-

government, education, and production & service 

industries [1]. The scenario looks beneficial; however, 

due to the intensive involvement of the economic 

factor, it demands an efficient and robust security 

measure to protect data and systems [2]. Classical 

programmed security methods are found to be deficient 

in efficiency and effectiveness at the same time. They 

lack to handle uncertainties in real-time environments 

[3]. 

In recent literature, Machine Learning methods have 

bridged this gap notably. However, compared to image 

processing and natural language processing, the 

performance of machine learning methods needs 

significant improvement [4]. In cybersecurity, there is 

always a human brain against machine learning who 

tries to find the weakness in the machine learning 

methods to bypass it [5]. It has created a pressing need 

to devise the most efficient and robust machine 

learning-based cybersecurity methods to combat bot 

attacks or against a human attacker [6].  

According to the recent literature, the common 

cybersecurity tasks and machine learning opportunities 

have three dimensions i.e. Why, What, and How. 

Foremost, 'Why' cover the rationale of machine 

learning in cybersecurity task. Specifically, it includes 

prediction, prevention, detection, response, and 

monitoring. Second, 'What's a technical layer that 

defines at which level to monitor issues such as a 

network (network traffic analysis and intrusion 

detection); endpoint (anti-malware); application (WAF 

or database firewalls); user (UBA); and process (anti-

fraud). Finally, the third dimension is checking and 

ensuring the security of a particular area [6], [7], [8]. 

Kitsune, a plug-and-play NIDS was introduced in 

2018 [9] as a promising light-weighted NIDS for real-

time detection of online Mirai Botnet Malware attack. 

Kitsune is primarily based on the KitNET algorithm, 

which is equipped with the ensemble of artificial neural 

networks called 'autoencoder' to classify legitimate and 

suspicious network traffic. Moreover, the Kitsune 

Network Attack dataset was donated to the UCI 

machine learning repository in October 2019. This 

work was richly cited in the literature as a benchmark 

for NIDS for a real-time system. In this study, the 

author has compared the performance of Kitsune with 

Suricata, Iso. Forest, GMM, GMM Inc, and PC steam. 

The Kitsune has significantly outperformed as 

compared to these NIDS. In extension to this study, a 

comprehensive parametric investigation for the 

rationale of using an artificial neural network was 

observed. 

Moreover, the rich dimensions of performance 

parameters were also a dire need. This study presents a 

comprehensive investigation for selecting optimal 

machine learning model(s) for Kitsune. In this 

investigation, a large set of machine learning 

algorithms have opted as candidate machine learning 

models. The selection of the model is a function of true 

positive rate (TPR), false-negative rate (FNR), training 

accuracy, test accuracy, misclassification cost, 

prediction speed, and train time. Our study reveals that 

the variants of tree algorithms such as Simple Tree, 

Medium Tree, Coarse Tree, RUSBoosted, and Bagged 

Tree have reported similar effectiveness but with 

higher efficiency. 

 

2. Related Work 
In recent decades, the domain of artificial 

intelligence and specifically machine learning and deep 

learning, has gained tremendous attention from 

researchers and developers [10], [11], [12], [13]. 

Specifically, cyber-security has adopted machine 

learning as the most exciting catalyst [14]. Likewise, 

the performance of network intrusion detection has 

significantly improved due to the foundation support of 

machine learning models [15], [16], [17]. The scenario 

looks to benefit at large. However, it is constrained 

specifically for the domain of computer communication 

networks [18]. The inter-networking devices have 

limited resources like storage, processing, I/O 

connection to handle the complex machine learning 

models [19]. The issue of constrained resources at 

interconnecting devices is further dealt with with the 

modern and advanced embedded system, IoT modules, 

and single-board computers [20-21]. In this connection, 

the domain of ubiquitous computing was evolved [22].  

The botnet is one of the most frequent attacks 

reported by NIDS [23]. The researchers are 

investigating to find the optimum light-weighted 

classifier for botnet malware detection. In a study by 

Feizollah et al., five machine learning classifiers, 

namely Naïve Bayes, k-nearest neighbor, decision tree, 

multi-layer perceptron, and support vector machine, 

were evaluated for Android Malware Genome 

detection. This study has reported a TPR of 99.94% 

and an FPR of 0.06% for the kNN classifier. They 

concluded that the KNN is a good candidate for their 

dataset and application [24]. Koroniotis et al. also have 

investigated the play of machine learning algorithms to 

devise the network forensic mechanism. This 

mechanism is primarily based on network flow 

identifiers that can monitor the network's suspicious 

movement either by botnet or humans. This study was 

evaluated on the UNSW-NB15 dataset. This study also 

advocates for the use of machine learning algorithms 

[25]. In another research paper, the author has proposed 

a novel framework named Classification of Network 
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Information Flow Analysis (CONIFA). This study, too, 

has been evaluated on the vest set of machine learning 

algorithms and has concluded that machine learning 

algorithms for botnet malware detection could detect 

C&C communication channels and malicious traffic 

with limited devise resources [26], [27]. 

McKay et al. [28], Utilized the Waikato 

Environment for Knowledge Analysis (WEKA) data 

mining and analysis tool to investigate the response of 

various machine learning algorithms on the 

CICIDS2017 dataset. They have concluded that the 

instance-based nearest neighbor and decision tree 

classifiers, J48, an expanded ID3 decision tree 

classifier, have outperformed for real-time malware 

detection. The SMARTbot [29], a novel dynamic 

analysis framework augmented with machine learning 

methods to detect botnet binaries from malicious 

corpus, was introduced in the literature in 2016. This 

framework has evaluated the popular variant of 

artificial neural networks with back-propagation 

learning and variants of logistic regressions to detect 

malicious activities over the network. This study 

revealed that regression outperforms other variants of 

machine learning classifier for botnet apps' detection. 

Moreover, they have reported an average accuracy 

of 99.49%. Dollah et al. also have investigated the best 

candidate of a machine learning algorithm for HTTP 

Botnet detection. This study evaluated Decision Tree, 

KNN, Naïve Bayes, and Random Forest classifier for 

HTTP Botnet detection. This study establishes that the 

KNN classifier has achieved an average accuracy of 

92.93% with a TPR of 95.47% [30]. In another study, 

reported in 2018, have proposed a structural analysis-

based learning framework. This framework is based on 

machine learning models to classify botnets and benign 

applications. In this study, the authors have employed 

Naïve Bayes, support vector machine, and REPTree to 

detect and classify botnets and benign applications. The 

authors have concluded that SVM is the best candidate 

for this application [31]. 

 

2.1. Research Gap and Open Area 

In the light of the above literature, it can be inferred 

that the NIDS for botnet malware attacks essentially 

demands rigorous parametric evaluation on a different 

set of machine learning algorithms. This evaluation 

essentially results in selecting the best candidate 

machine learning algorithm for the specific NIDS and 

dataset. However, the rigorous parametric evaluation of 

Kitsune was not very well established in the respective 

publication. The principal contribution of this work is 

the comprehensive investigation for the selection of 

optimal machine learning model(s) for Kitsune. In this 

investigation, a large set of machine learning 

algorithms have opted. The selection of the model is a 

function of true positive rate (TPR), false-negative rate 

(FNR), training accuracy, test accuracy, 

misclassification cost, prediction speed, and train time. 

Our study reveals that the variants of tree algorithms 

such as Simple Tree, Medium Tree, Coarse Tree, 

RUSBoosted, and Bagged Tree have reported similar 

effectiveness but with higher efficiency. 

 

3. Dataset Description and System Setup 
The dataset of Kitsune Network Attack dataset was 

donated to the UCI machine learning repository and 

was publically available for evaluation in 2019. So far, 

many researchers have opted and cited the said dataset 

for their investigation on NIDS. It makes this dataset 

reportedly a benchmark dataset for NIDS. This dataset 

primarily collects four attack types, namely, Recon., 

Man in the Middle, Denial of Service, and Botnet 

Malware. In this study, the Botnet Malware dataset is 

taking into considerations. This dataset has 7.64K 

instances and 118 input attributes. The dataset is 

randomly divided into 70% training samples and 30% 

testing samples. The experimentation was performed 

on a high-performance computing machine with Core 

i7-7700 CPU (8 CPU) ~ 3.6 GHz, 32 GB RAM, 

Windows 10 Pro 64-bit, and a high-performance 

graphics card. Table 1 illustrates the different variants 

of network attacks and types present in the Kitsune 

dataset. Specifically, the Mirai Botnet attack is under 

consideration in this study. 

 
Table 1 Kitsune datasets description 

Attack Type Attack Name Description 

Botnet Malware Mirai It is the set of instances and attributes that infects IoT with the Mirai 

malware by exploiting default credentials and then scans for new 

vulnerable victims network 

Recon OS Scan A real-time Scans of the network and host operating systems to find the 

potential vulnerabilities 

 Fuzzing To search for the potential vulnerabilities in the camera's web servers by 

initiating the random commands 

Man in the Middle Video Injection It contains the set of injected recorded video clip into a session of live 

streaming 
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 ARP MitM This dataset contains all LAN traffic via an ARP poisoning attack 

 Active Wiretap This dataset contains all LAN traffic via active wiretap 

Denial of Service SSDP Flood The set of instances that overloads the DVR by causing cameras to spam 

the server with UPnP advertisements 

 SYN DoS The set of instances that disables a camera's video stream by overloading 

its web server 

 SSL Renegotiation The set of instances that disables a camera's video stream by sending 

many SSL renegotiation packets to the camera 

 

4. Simulation Results and Analysis  
This section of the manuscript illustrates the 

comprehensive parametric evaluation of 15 machine 

learning algorithms as a function of TPR, FNR, 

Training Accuracy, Test Accuracy, Mis-classification 

cost, prediction speed, and Training Time. Moreover, 

the confusion matrix of each respective algorithm is 

also mentioned in Table 2. The dataset was divided into 

70% training data and 30% testing data. The Test 

accuracy was computed on distinct test data, while the 

rest of the parameters are computed on the training 

data. The pictorial competition of the given machine 

learning algorithms against each parameter is also 

depicted in Fig. 1 and Fig. 2. Moreover, the testing 

curve is illustrated in Fig. 3. Finally, the accumulated 

comparison is established in Fig. 4 for ready reference. 

Table 2 Parametric performance comparison of machine learning algorithm 
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5. Empirical Comparison of 

Performance Parameters 
In Table 1, the Fine Tree Algorithm (FT) has 

reported 100% TPR and 0% FNR. It turns into the 

average accuracy of 100% with '0' misclassification 

cost. It also gives 940000 obs/sec the prediction speed 

at the minimal training cost of 791 sec. The comparable 

accuracies have been observed in the other variant of 

the Tree algorithm, i.e., Medium Tree (MT) and Coarse 

Tree (CT). However, the CT has reported a relatively 

very high prediction speed of 1000000 Obs/sec at a 
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relatively low cost of 618 sec. Therefore among FT, 

MT, and CT, the CT the CT has won the competition 

between FT, MT, and CT due to high prediction speed, 

i.e., 06%, 11% high prediction speed compared to FT, 

and MT, respectively. The Bagged Tree, RUSBoosted 

Tree also has reported identical accuracy to FT, MT, 

and CT and low training time. Their prediction has, on 

average, 60% to 65% reduction in the prediction speed.  

The variants of SVM, such as Linear SVM, 

Quadratic SVM, Fine Gaussian SVM, Medium 

Gaussian SVM, and Coarse Gaussian SVM, have 

reported the accuracy and confusion matrix relatively 

close to FT, MT, and CT. However, they have presented 

a significantly low prediction speed (about 99% 

decline), very high misclassification cost, and training 

time compared to FT, MT, and CT. The cubic SVM, 

Boosted Tree, Subspace Discriminant, Logistic 

Regression, and Gaussian Naïve Bayes have good 

prediction speed, but their very low TRP make them 

out of competition. With this analysis, the CT is turn 

out to the best algorithm for Mirai botnet malware 

detection. The above finding can be summarized in 

Table 3, where performances are modeled as a 

subjective measure. 

 
Table 3 Subjective evaluation 

ML Algorithm Accuracy 

(Training & 

Testing) 

Prediction Speed Misclassification cost Training 

Time 

FT Excellent Good Excellent Fair 

MT Excellent Fair  Excellent Good  

CT Excellent Excellent Excellent Excellent 

Bagged Tree Excellent Poor Excellent Excellent 

RUSBoosted Excellent Poor Excellent Excellent 

Linear SVM Good Not Acceptable Poor Poor 

Quadratic SVM Good Not Acceptable Poor Poor 

Fine Gaussian SVM Good Not Acceptable Poor Poor 

Medium Gaussian SVM Good Not Acceptable Poor Poor 

Coarse Gaussian  SVM Good Not Acceptable Poor Poor 

Cubic SVM Not Acceptable Good Not Acceptable Not 

Acceptable 

Boosted Tree Not Acceptable Good Not Acceptable Good 

Subspace Discriminant Not Acceptable Good Not Acceptable Good 

Logistic Regression Not Acceptable Good Not Acceptable Good 

Gaussian Naïve Bayes Not Acceptable Good Not Acceptable Good 

  
 

6. Graphical Comparison of 

Performance Parameters  
About Fig. 1 to Fig. 7, the following set of the 

algorithm has been devised based on their performance. 

The pictorial illustration of the comprehensive view of 

competition for machine learning algorithm for Mirai 

botnet malware attack detection is also shown in Fig. 5. 

 

6.1. S1 (The Class Level Accuracy and Net 

Accuracy)= 

{Fine Tree, Medium Tree, Coarse Tree, Linear SVM, 

Quadratic SVM, Fine Gaussian SVM, Medium 

Gaussian SVM, Coarse Gaussian SVM, Bagged Tree, 

Subspace Discriminant, RUSBoosted Tree, Gaussian 

Naïve Bayes 

 

6.2. S2 (Test Accuracy)=  

{Fine Tree, Medium Tree, Coarse Tree, Linear SVM, 

Quadratic SVM, Fine Gaussian SVM, Medium 

Gaussian SVM, Coarse Gaussian SVM, Boosted Tree, 

Bagged Tree, Subspace Discriminant, RUSBoosted 

Tree, Logistic Regression, Gaussian Naïve Bayes} 

 

6.3. S3 (Misclassification Cost)=  

{Fine Tree, Medium Tree, Coarse Tree, Bagged 

Tree, RUSBoosted Tree} 

 

6.4. S4 (Prediction Speed)=  

{Fine Tree, Medium Tree, Coarse Tree, Cubic SVM, 

Boosted Tree, Bagged Tree, RUSBoosted Tree, 

Gaussian Naïve Bayes} 

 

6.5. S5 (Training Time)=  

{Fine Tree, Medium Tree, Coarse Tree, Boosted 

Tree, Bagged Tree, Subspace Discriminant, 

RUSBoosted Tree, Gaussian Naïve Bayes} 

Fig. 8 and Fig. 9 illustrate the testing curve. The x-

axis represents the test instances, and the y-axis shows 

the actual output class. The blue curve shows the actual 

output in this curve, and the red curve shows the 

predicted output. Fig. 10 depicts the test curve of FT, 

MT, CT, RUS Boosted Tree, Bagged Tree, which are in 

the set of the suggested algorithm. It is evident from 

the curve that this algorithm has the best match of the 

actual curve and predicted curve. In Fig. 4, the test 

curve of Subspace Discriminant and RUSBoosted Tree 

shows that these algorithms have good accuracy for 

one class only. The same response can be observed in 

the training phase of the respective algorithm. 

Likewise, given that Medium Gaussian SVM, Linear 

SVM has good test accuracy but at a very high 

computational and misclassification cost, as shown in 

the training phase. 
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Fig. 1 Accuracy of no attack detection 

 

 
Fig. 2 Accuracy of attack detection 

 

 
Fig. 3 Average accuracy 

 

 
Fig. 4 Total misclassification cost 

 

 
Fig. 5 Prediction speed 

 

 
Fig. 6 Training time 
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Fig. 7 Test accuracy 
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Fig. 8 Testing curve of FT, MT, CT, RUS Boosted Tree, Bagged Tree (Good alternative of ML for Miria Botnet Attack detection) 

 

 

 
Fig. 9 Testing curve of not suggested machine learning algorithms for Miria botnet malware attack detection 
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1. Fine Tree 

2. Medium Tree 

3. Coarse Tree 

4. Linear SVM 

5. Quadratic SVM 

6. Fine Gaussian SVM 

7. Medium Gaussian SVM 

8. Coarse Gaussian SVM 

9. Bagged Tree 

10. Subspace Descriminant 

11. RUSBoosted Tree 

12. Gaussian Naïve Bayes 

13. Boosted Tree 

14. Logistic Regression 

15. Cubic SVM 

Red: The Class Level Accuracy and 

Net Accuracy 
Green: Test Accuracy 
Blue: Misclassification Cost 
Black: Prediction Speed 

4,5,6,

7,8, 

10,12 

14 

1,2,

3, 

9,11 

15 

13  

 
Fig. 10 The comprehensive view of competition for machine learning algorithm for Mirai botnet malware attack detection 

 

Fig. 10 illustrates the comprehensive view of 

competition for machine learning algorithms for Mirai 

botnet malware attack detection. This figure has four 

quadrants of performance parameters, namely, the 

Class Level Accuracy and Net Accuracy (Red Color), 

test accuracy (Green Color), Misclassification Cost 

(blue color), Prediction Speed (black color). Each 

quadrant shows the algorithm index number best suited 

with the respective performance parameter. The 

intersection of all quadrants shows the set of the best-

suited algorithm. It is inferred from this figure that 

algorithm index 4,5,6,7,8, 10,12 posses excellent 

classes level training and testing accuracy. Likewise, 

algorithm 1,2,3, 9,11 results with the set of optimum 

algorithms having excellent accuracies with almost 

negligible misclassification cost and efficiency as a 

function of prediction speed and training time. Finally, 

CT is ranked as the optimum algorithm for the Mirai 

botnet malware attack. 

The simulation results are strongly advocated for 

the Coarse Tree for botnet malware detection. 

However, the scope of this work is found to be 

constrained due to the following reasons: 

1. Due to the massive data volume, a high-

performance computing machine is essential for the 

offline training 

2. A robust and high performance embedded 

system( where the trained model will be deployed) 

would be essential for real-time testing  

3. The learning scope of the application will be 

limited to the dimension of the given dataset 

 

7. Conclusion 
Kitsune is a plug-and-play NIDS using KitNET, 

based on the ensemble of artificial neural networks 

called 'autoencoder' to classify legitimate and 

suspicious network traffic. The Kitsune is a rich cited 

NIDS in recent literature, but its comprehensive 

investigation of the other machine learning algorithms 

was missing from the literature. Moreover, it is evident 

from the literature that the NIDS needs to be evaluated 

on the set of machine learning algorithms for the best 

candidate. This paper presents a comprehensive 

investigation for selecting optimal machine learning 

model(s) for Kitsune. In this investigation, a large set 

of machine learning algorithms have opted. The 

selection of the model is a function of true positive rate 

(TPR), false-negative rate (FNR), training accuracy, 

test accuracy, misclassification cost, prediction speed, 

and train time. Our study reveals that the variants of 

tree algorithms such as Simple Tree, Medium Tree, 

Coarse Tree, RUSBoosted, and Bagged Tree have 

reported similar effectiveness but with slight variation 

inefficiency. Finally, Coarse Tree has won the 

competition and best-suited algorithm for Mirai botnet 

malware attack detection. 
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