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Path Planning for Unmanned Aerial Vehicle (UAV) using Rotated Accelerated
Method in Static Outdoor Environment

Shaliza Hayati A. Wahab?, Nordin Saad?, Azali Saudi?, Ali Chekima?

L Faculty of Computing and Informatics, Universiti Malaysia Sabah, 88450 Kota Kinabalu, Sabah, Malaysia

2 Faculty of Engineering, Universiti Malaysia Sabah, 88450 Kota Kinabalu, Sabah, Malaysia

Abstract: Generating path planning for unmanned aerial vehicles (UAV) is important to provide a smooth
navigation flight path from source to destination. In the past, fast iterative methods that apply the use of full-sweep
iteration were suggested. In this study, a fast iterative method known as Rotated Successive Over-Relaxation
(RSOR) is introduced. The algorithm is implemented in a self-developed 2D Java tool, UAV Planner. The proposed
method was tested using several simulation scenarios which demonstrated the efficiency of the algorithm by finding
the path in term of smoothness, computational time efficiency and number of iterations, with a different number of
outdoor static obstacles in the form of hills. The results show that RSOR gives a faster computational time and less
iterations to generate a path for UAV platform when compared to previous methods.
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1. Introduction

Unmanned Aerial Vehicles (UAVsS) are unmanned
aircraft or flying robots. They are capable of
performing autonomous tasks without humans aboard,
or when remotely controlled by humans [3]. UAVs are
known as drones or UAS, and the two terms have
become interchangeable in recent years [4]. This
research proposes a method for planning the path for
low-flying unmanned aerial vehicles (UAVS) in
complex terrain based on the theory of fluid flow. First,
the 2D terrain map is generated using a hill algorithm.
UAVs are unmanned flying machines capable of
carrying out autonomous mission that can fly without a

human pilot aboard [1]. UAVs have been used by the
world’s armed forces for wartime operations for more
than 60 years for battlefield observations, and more
recently in civil applications such as fire control and
other kinds of surveillance, postal services, agriculture
and wildlife to name a few [2]. UAVs should be able to
manoeuvre in complex terrain, and plan their own
paths while avoiding obstacles. To generate a suitable
path for UAV, path planning should consider not only
the potential impact of terrain on flight safety but also
the performance constraints on UAV. Therefore, path
planning needs to be done quickly, especially for real-
time processing in an environment with more obstacles
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as expected in terrains.

e _
Fig. 1 Fluid flow or streams

2. Related Works

This study aims to solve the problem of finding a
reliable path that enables a UAV to navigate from an
initial position to a specified endpoint, without
colliding with obstacles in a structured environment.
The UAV navigation problem is solved generally by
computing the solutions of Laplace’s equation (i.e.
harmonic potential fields (HPF)). In the past, the HPF
was widely used in many areas of research due to it not
experiencing local minima problems. These HPF were
computed using standard point iterative methods. These
point methods, however, were too slow for practical
use, particularly when dealing with a large
environment. Therefore, in this study, new algorithms
based on the new mathematical formulae, using an
accelerated block iteration procedure, will be
developed to speed up the computation of HPF. The
new sequential algorithms can be further improved
with the availability of parallel computing technology.
These algorithms, however, are sequential in nature and
are not suitable for parallel implementation. In
addition, although there exists robotics programming
language that inherently supports parallel processing,
this platform is only appropriate for the robot controller
to read input from sensors, send commands to motors,
and perform minimal amount of computation. If this
parallel platform is used for large data processing, it
will drastically affect the performance of the controller
during the actual operation of the robot when it must
respond quickly to the dynamic of the environment and
its own motion. Therefore, any given knowledge (i.e.,
map of the environment) in raw form must be
processed before it can be fed and useful to the
controller. Even if the researcher decides to employ the
existing, widely-used robotic programming language
that inherently supports parallel processing, such as the
Urbi platform, the process of converting sequential
algorithms into the parallel version cannot be simply
automated, as it requires a new set of formulations,
careful data structure construction, appropriate data and
tasks splitting, and process or thread synchronization.

Thus, further study in this project is important to
develop new algorithms that are suitable for parallel
implementation. Furthermore, these parallel algorithms
need to be verified. Therefore, the performance of the

newly developed algorithms will be analyzed.
Additionally, the performances of the implemented
parallel algorithms will be compared to their
corresponding sequential algorithms. The overall
performances of the proposed algorithms in solving the
robot navigation problem in a structured environment
will also be investigated.

Fig. 2 Different types of UAVs

3. Methodology

The harmonic function satisfies Laplace’s equation:
a%u

Viu = E?ﬂ@ 1)

Term X; is the i-th Cartesian coordinate, and n is the
dimension. In the case of UAV path construction, the
boundary consists of all obstacles and goals in a
configuration space representation. Harmonic functions
satisfy the min-max principle [6]; therefore, the
spontaneous creation of a false local minimum inside
the region is avoided if Laplace’s equation is imposed
as a constraint on the functions used. Numerical
solutions for Laplace’s equation are readily obtained
from finite difference methods.

Although this system can be solved using direct
methods, more efficient iterative methods are used to
compute the solutions since their application in the path
planning problem often results in a large linear system
with a sparse coefficient matrix. The main advantage of
iterative solutions is that storing large matrices is
unnecessary. However, one of the disadvantages of
iterative methods compared with direct one is slow
convergence or even divergence. Thus, iterative
methods in practice require an appropriate stopping
criterion. The numerical solution for (1) can be solved
effectively using the SOR method. In [5], Hadjidimos
introduced the AOR method, which is a two-parameter
generalization of the SOR method. It was shown that in
certain cases, the AOR method has a better
convergence rate than the classical Jacobi, Gauss-
Seidel, or SOR methods. Later, an extension of the
AOR method known as the two-parameter over-
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relaxation (TOR) method was examined and produced
encouraging results.

In recent decades, complexity reduction approaches
have been applied vigorously to compute the solutions
of linear systems such as Poisson and Laplace’s
equations. The basic idea of complexity reduction
approaches such as half-sweep iteration is to reduce the
computational complexity of the solution methods. The
half-sweep iteration concept is first envisioned via the
explicit decoupled group (EDG) [7] method for solving
the Poisson equation. The EDG method is actually an
extension of the standard explicit group (EG) [8]
method while its faster variant that employs weighted
parameters via SOR is known as the EDGSOR method.
Since then, the EDG and EDGSOR methods have been
employed to solve linear systems generated from
various problems [1-3]. The half-sweep iteration
technique and its variants were utilized in many
iterative methods for computing linear systems'
solutions [4-7].

Equation (Eq.) (1) is rewritten in a two-dimensional
space to solve the path planning problem for UAV as

follows:
2u  9%u
o T gyz = 0 2

The finite difference approximation equation for Eq.
(2) is defined as:

U ;= i(ui— 1 F Uiej Tl Ui e) 3)

Eqg. (3) is used to implement the Gauss-Seidel (GS)
iterative method, and its computational molecule is
shown in Fig. 2.
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Fig. 3 Computational equation for Equation (1): (a) full sweep and
(b) half-sweep

Based on Eg. (3), the GS iterative scheme can be

written as:
(e+1) (k+ 1) (k) (k+1) (k)
ui,j 4_( i—-1.j +u1+lj+u!j 1 +ulj+1) (4)

Table 1 Simulation parameters

No. Parameters Values

1 Area Coverage  256x256, 512x512,

1024x1024
2 Number of Hills 40, 80, 120

3 Methods SOR, AOR, RSOR

3.1. The Successive Over-Relaxation (SOR) Method
The SOR employs a weighted parameter,w, to the

Gausss- Seidel iteration, and is given below:
(I.:+ 1) _ (I.: +1) (I.:] (k+1) (k) (k)
(1 1j +u1+11+u11 1+u11+1+(1 )ui,j
(5)

The Accelerated Overrelaxation (AOR) method is

presented as follows:

(k+1) (k) (k) (k) (k) (k)
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The RSOR is reflected below:
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Fig. 4 Generated random 2D and 3D path for (a) 128x128 and (b)
256x256 areas

Therefore, this system will be used for traffic and
emergency management. As shown in Fig. 4, several
environments will be used to study traffic flow and
emergency conditions.
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Fig. 5 Drone used for pesticides spray in padi field, Kedah,
Malaysia

4. Results and Discussion

In this section, the simulation results displaying the
path planning of UAV in various obstacle
environments will be shown. The experiments
considered three different static, outdoor environment
sizes, composed of three different, randomly generated
numbers of hills (40, 80, and 120 hills). As mentioned
previously, the optimum values of weighted parameters
were chosen in the range: (1, 2). Clearly, in terms of
iteration number, the RSOR iterative method provided
a high performance compared to other considered
methods, ® r ®'. Meanwhile, execution times for
rotated families proved to be slightly faster than the
standard methods.

Figs. 6, 7, and 8 show the results for numbers of
iterations, tested in different numbers of obstacles (40,
80, and 120 hills). The results show that the lesser the
area’s space (meaning more obstacles), the lower the
number of iterations. The results also show that the
proposed RSOR significantly outperformed the

previous methods, in all areas tested in these
simulations.
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Fig. 6 Number of iterations against iterative methods for different
sizes of the environment in 40 hills obstacle
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Fig. 7 Number of iterations against iterative methods for different
sizes of environment and 80 hills obstacle
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Fig. 8 Number of iterations against iterative methods for different
sizes of environment and 120 hills obstacle

The next experiment will test the performance of
this new method in terms of computational time (in
milliseconds). Tables 2, 3, and 4 show the results for
computational time, tested in different numbers of
obstacles (40, 80, and 120 Hills). The results show that
the lesser the area’s space (meaning more obstacles),
the lower the computation time. The results also show
that the proposed RSOR significantly outperformed the
previous methods, in all areas tested in these
simulations.

Table 2 Computational time (milliseconds) for 120 hills obstacles

Method\Hills 256x256 512x512 1024x1024
SOR 0 min, 1sec, 0 min, 21 5 min, 16
247 ms sec, 686 ms  sec, 214 ms
AOR 0 min,0sec, 0 min, 16 5 min, 28
909 ms sec, 764 ms  sec, 574 ms
RSOR 0 min,0sec, Omin,6sec, 1min,44
436 ms 535 ms sec, 709 ms

Table 3 Computational time (milliseconds) for 80 hills obstacles

Method\Hills  256x256 512x512 1024x1024

SOR 6 min, 15 0 min, 22 sec, 6 min, 15 sec,
sec, 17ms 608 ms 17 ms

AOR 5 min, 11 0 min, 17 sec, 5 min, 11 sec,
sec, 168 ms 475 ms 168 ms

RSOR 2 min, 2 0 min, 6 sec, 2 min, 2 sec,
sec, 401 ms 527 ms 401 ms

Table 4 Computational time (milliseconds) for 40 hills obstacles

Method\Hills  256x256 512x512 1024x1024
SOR 0 min, 1sec, 0 min, 30sec, 8 min, 57
826 ms 299 ms sec, 546 ms
AOR 0 min, 1sec, 0 min,23sec, 7 min, 46
511 ms 715 ms sec, 646 ms
RSOR 0 min,0sec, 0 min,8sec, 3 min, 50
419 ms 905 ms sec, 339 ms

5. Conclusion
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Using the accelerated method, an efficient path
planning algorithm for autonomous UAV was
obtained, providing significant improvement in
decreasing the number of iterations, and using the least
computational time. This outcome means that the time
to compute the path for UAV/drones quickens, and the
number of mathematical iterations to generate the path
would be significantly reduced using the proposed
algorithms. Due to the recent advanced numerical
techniques, and the availability of faster machines
today, this experiment demonstrated that solving
Laplace’s Equation (1) numerically to resolve the UAV
path finding problem, was certainly very promising and
attainable. Compared to the prior existing SOR
method, the RSOR iterative method proved to be high
performing in terms of the number of iterations and the
computational time. The obstacles’ shapes do not
adversely  influence  efficiency; instead, the
computation quickens as the obstacles’ regions are
ignored during the calculation.
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