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Abstract: Vision-based road detection is a challenging topic in the field of autonomous vehicles. Road information is 

needed for a robot vehicle to control their movement while driving. The aim of this study is to make a simple and fast road 

detection system which can be used to control vehicle robots in real-time. This paper proposes real-time road detection, which 

begins from images captured on a camera, then pre-processing and road detection based on color and statistical analysis, for 

reducing the detection failure rate. The dataset used for the system was taken from urban roads. The color-matching procedure 

uses minimum/maximum matching between the dataset and sample pixels of captured images. At the same time, the captured 

images are clustered by a grid method, grouping pixels having the same size between grid cluster and dataset. PSNR and 

MSSIM are used for analyzing the similarity of the grid cluster and dataset. We implemented a threshold value to determine if 

the PSNR and MSSIM analysis result is a road. From our experiment, we obtain a threshold value of 85 db for PSNR and 0.90 

for MSSIM. If the both analyses result in values greater than their threshold values, then the result is voted to be a road. Finally, 

the road is determined by analyzing the result of color and statistical analysis. The system will determine there is a road if the 

both analyses detect the road. The result shows the color based road detection resulting file detection caused by changing the 

lighting and the color of the road. We have solved that problem by implementing PSNR and MSSIM analysis in the grid 

clustering method. The result of the proposed method has been presented in this paper, and can potentially reduce the failure 

rate of detection using the color-based method. 

Keywords: road labeling, image measurement, mean structural similarity index measurement.   
  

基于统计分析的道路检测 

摘要：在自动驾驶汽车领域，基于视觉的道路检测是一个具有挑战性的话题。机器人车辆在行驶

时需要控制其运动的道路信息。这项研究的目的是开发一种简单，快速的道路检测系统，该系统可用

于实时控制车辆机器人。本文提出了一种实时道路检测方法，该方法从摄像机捕获的图像开始，然后

基于颜色和统计分析进行预处理和道路检测，以降低检测失败率。该系统使用的数据集取自城市道路

。颜色匹配过程使用数据集和捕获图像的样本像素之间的最小/最大匹配。同时，通过网格方法对捕获

的图像进行聚类，在网格聚类和数据集之间对具有相同大小的像素进行分组。信噪比和 MSSIM 用于

分析网格集群和数据集的相似性。我们实现了一个阈值，以确定信噪比和 MSSIM 分析结果是否是道

路。从我们的实验中，我们获得的阈值对于信噪比为 85 db，对于 MSSIM 为 0.90。如果两个分析的

结果均大于其阈值，则将结果投票为道路。最后，通过分析颜色结果和统计分析来确定道路。如果两

个分析都检测到道路，则系统将确定存在道路。结果显示了由于改变道路的照明和颜色而导致的基于

颜色的道路检测结果文件检测。我们通过在网格聚类方法中实施信噪比和 MSSIM 分析解决了该问题

。本文提出了该方法的结果，可以潜在地降低基于颜色的方法的检测失败率。 

关键词：道路标记，图像测量，平均结构相似性指标测量。 
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1. Introduction 

Computer vision has been implemented in various 

fields of science, such as manufacturing, security, 

robotics, shopping, automotive and others. In the 

automotive field, computer vision is used for 

Autonomous Guided Vehicles (AGV) [1], early 

warning systems and monitoring. One challenging 

research topic in AGV is road detection. Camera 

sensors are one of the most commonly used methods 

for road detection. The camera produces multiple 

frames and by processing this data, an image is 

obtained. A number of methods have used to determine 

road area through image analysis [13]. However, 

various problems can occur from roads detected by a 

camera, such as differing light intensity, contrast and 

shadows. 

Currently, many algorithms for road detection have 

been proposed by researchers, including well-paved 

road detection with lane markings in urban areas [2] 

and road detection in rural areas [3]. Road detection 

approaches based on vanishing point use several 

methods, including segmentation of dominant line [4], 

parallel lines [5] and texture orientation [6]. The voting 

scheme method is used for extracting the road [6] and 

the optimal strategies for selecting the road boundaries 

[7]. The road can be segmented (by color, texture, or 

feature) to cluster pixels before machine learning 

methods are implemented to obtain the region of the 

road. However, these methods have high computation 

times and are difficult to implement in a real-time 

system. 

The feature-based method, which is one of the best-

known methods for road detection, uses the color, 

texture, and edge of the road to generate the road areas 

in an image. In contrast, the approach model of 

detecting a road area uses the shape of the road by 

extracting the line using edge detection [8] and 

matching it to the road model; however, this method 

involves a high computational complexity and is often 

unable to identify changes in lighting or shadows on 

the road. 

This paper adopts a feature-based method of color 

and texture and combines it with statistical analysis, 

such as peak signal-to-noise ratio (PSNR) and mean 

structural similarity index measurement (MSSIM), to 

reduce the fail detection of the feature-based method. 

The PSNR is applied because it is easy to calculate, has 

clear physical meanings, and is mathematically 

convenient. Color-based methods are particularly 

susceptible to light changes and in the RGB space, this 

will provide a very wide range of color changes. In this 

paper, MSSIM resolves this issue, by using the 

luminance component and standard deviation to 

measure the proximity and similarity of images. 

 

2. Related Work 
Road detection can be grouped into three methods: 

human-supervised, self-supervised, and unsupervised.  

Human-supervised methods use machine learning 

algorithms and convolutional neural networks (CNNs) 

[9], [10], [18]. However, they involve high training 

costs and are unscalable for the human effort involved.  

Unsupervised approaches [6], [11], [12], which 

generally make use of an image, use color and texture 

information to find a border in the image. These 

approaches make various assumptions, including an 

approximation of the shape of the road in highway 

scenes and the assumption that the center-bottom of the 

road actually belongs to the road. This paper takes an 

unsupervised approach that enhances the road detection 

performance by the implementation of PSNR and 

MSSIM to improve the color and texture information 

of the cluster area. 

Self-supervised algorithms [14], [15], [16] operate 

between the human-supervised and unsupervised 

approaches. These methods need to rapidly adapt the 

model. The model, which is built on color-based 

template matching and a color-based mixture of 

Gaussians, also suffers model drift. 

   

3. Proposed Method 
Fig. 1 shows three steps of the proposed method: 

image capturing, pre-processing, and road labeling. 

Image capturing is the capture of an image from the 

camera; pre-processing consists of image resizing and 

image filtering; and road labeling is the defining of the 

road area through statistical analysis. The end result is 

the detection of the road. 

 
Fig. 1 Road detection process 

 

 
Fig. 2 Capturing image process 
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3.1. Image Capturing 

Fig. 2 shows the process of capturing images from a 

camera sensor that produces multi-frame image 

motions. The image capturing process takes one frame 

and converts it into an image. The capturing image is 

repeated until the process of road detection is finished. 

 

3.2. Pre-Processing  

The source image from the camera produces a high-

resolution image. So, the source image needs to be 

reduced to a smaller file size.  

 

3.2.1. Image Resizing 

This paper uses bilinear image resizing based on a 

weighting method. This method uses four sample 

pixels and four weight values to determine an 

interpolation pixel. The four sample pixels are 

symbolized by fs(i,j) and the weight value is 

symbolized by w(i,j). The weight value is obtained by a 

linear curve, as shown in Fig. 3. Each coordinate “x” 

and “y” of the linear curve has two opposing linear 

curves—among others are the uphill curve and the 

downhill curve. 

The values of the window w(i,j) matrix elements 

consistently change, depending on the position of 

interpolation pixel. 
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The sample pixel window of fs(i,j) is obtained from 

the source image. The pixel coordinates for fs(i,j) is 

obtained by calculating the corresponding coordinates 

between the target image and source image. Equation 

(2) is used for obtaining the corresponding coordinate. 
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where n1 and n2 are the coordinates of the target image, 

Sh and Sw are the scaling factors of the image scaling. 

The sample pixel window is obtained by then rounding 

up and down, as in Eq. (3). 
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Fig. 3 Linear weighting curve 
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where the symbol of ⌊∙⌋  is rounded down and ⌈∙⌉  is 

rounded up. 

Image resizing is obtained by finding the sum of the 

multiplication matrix between the sample pixel fs(i,j) 

and the weighting window w(i,j), as seen in Eq. (4). 


= =

=
2

1

2

1

),(),(),(
i j

jiwjifsyxf


                           (4) 

 

3.2.2. Image Filtering 

The increase in the quality of a resized image uses a 

Gaussian filter. Filtering the image can be conducted 

by convolution of an image F̂  with a Gaussian mask 

W as in Eq. (5). 

WFF = ˆ                                                            (5) 

A Gaussian mask can be obtained by two-

dimensional Gaussian functions, as in Eq. (6): 
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3.3. Road Labeling 

In this paper, we use color as information, which 

refers to the dataset for pre-road detection. The dataset 

is in RGB and is denoted by D. 

𝐶𝑅𝐺𝐵 = min(𝐷𝑅𝐺𝐵)  ∶  max(𝐷𝑅𝐺𝐵)                         (7) 

Equation (7) expresses each channel of the dataset’s 

color space. The dataset’s range starts from the 

minimum pixel value (min(𝐷𝑅𝐺𝐵)) up to the maximum 

pixel value (max(𝐷𝑅𝐺𝐵)).  

The road will be labeled by 1 if the pixel is in the 

range of locations of the color space. Equation (8) is 

used for mapping road and non-road pixels. A road 

pixel will be labeled by 1, and a non-road pixel by 0. 

𝐋 = {
1 𝑖𝑓 𝐹𝑅 ∈  𝐶𝑅 𝑜𝑟 𝐹𝐺 ∈  𝐶𝐺  𝑜𝑟 𝐹𝐵 ∈  𝐶𝐵

0 𝑜𝑡ℎ𝑒𝑟𝑠

    (8) 

  

3.3.1. Peak Signal-To-Noise Ratio (PSNR) 

The peak signal-to-noise ratio (PSNR) is generally 

used for measuring image quality. Measurement 

involves two images of the same size, namely a good-

quality reference image and the image to be measured. 

A high PSNR value indicates a good-quality image and 

vice versa. Furthermore, the PSNR can be used for 

measuring the similarity between two images, with a 

reference image and a measured image. The PSNR 

value is calculated by Eq. (9), where M denotes the 

number of rows in the image matrix, N is the number of 

columns in the image matrix, f(x,y) is the reference 

image, and fo(x,y) is the measured image. 
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3.3.2. Structural Similarity (SSIM) 

The structural similarity (SSIM) index [17] 

measures the similarity between two images, namely a 

reference image and a measured image. Both images 

have the same size. The measurement of two images (x 

and y) is done by three components, namely the 

Luminance ratio, the comparison of the standard 

deviation between x and y, and signal normalization. 

The luminance of the images is measured by 

comparing the luminance of x and y signals that we 

symbolized by l(x,y). The luminance value in a signal 

can be expressed as mean intensity (). Mean intensity 

of images x and y can be formulated in equations (10) 

and (11). 
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The second component is the comparison of the 

standard deviation between x and y, expressed by 

equation (16). The standard deviation of x can be 

calculated by equations (12) or (13), while the standard 

deviation y can be calculated by equations (14) or (15). 
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The structural similarity index measure (SSIM) of x 

and y can be written as in equation (17), while the 

mean of SSIM is presented in equation (18). 

SSIM(x, y)

=
(2μ

x
μ

y
+ C1) (2σxy + C2)
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x
2 + μ

y
2 + C1) (σx

2 + σy
2 + C2)

 
(17) 

MSSIM(X, Y) =
1

M
∑ SSIM(xj, yj)

M

j=1

 
(

18) 

 

3.3.3. Image Clustering and Cluster Road Detection 

We used image clustering, which is based on the 

grid method. An image is clustered in the same size as 

shown in Fig. 4. 

A data set is needed to be able to use PSNR and 

MSSIM as a road detector. The data set is obtained 

from the sample roads, which are similar to the road 

data being tested. Measurement by PSNR and MSSIM 

involves data from two images of the same size and 

dimensions. So, in this application, the image size in 

the cluster area must have the same size and 

dimensions as the data set image. Fig. 4 shows a 

sample of cluster area and a data set that will be 

measured by PSNR and MSSIM. 

 

 

 

Fig. 4 Image grid clustering and analysis method 

 
                              (a)                                                  (b)                                                 (c)                                                   (d) 

 

 
                          (e)                                                  (f)                                                  (g)                                                   (h) 
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                               (i)                                                  (j)                                                 (k)                                                  (l) 

 

 
                             (m)                                               (n)                                                    (o)                                                   (p) 

 

 
                        (q)                                                  (r)                                                   (s)                                                     (t) 

Fig. 5 The result of road detection based on color information and statistical analysis: (a) up to (d) is the source image, (e ) up to (h) is the 

result of color based road detection, (i) up to (l) is image griding, (m) up to (p) is the result of MSSIM and PSNR mapping, (q) up to (t) is the 

mapping of  grid map on the source image 

 

Each cluster is analyzed by PSNR and MSSIM. If 

the analysis result is greater than 85 dB for PSNR and 

0.90 for MSSIM, then a cluster area will labeled 1, and 

vice versa, if it has a smaller value, it will be labeled 0. 

The final conclusion of whether it is a road is formed 

by analyzing the result of color and statistical analysis. 

The system will decide it is a road if the both analyses 

detect the road. 

  

4. Results and Analysis 
In this part, we discussed the experimental result of 

the proposed method. Table 1 shows the sample of 

visual analysis using SSIM map and quantitative 

analysis using PSNR and MSSIM. Visually, the SSIM 

map will result in a white color if the sample grid area 

and the data set are the same color. In other words, if 

the MSSIM value is close to 1, that will result in a 

white color, and vice versa, if the MSSIM is close to 0, 

that will produce a dark color in the MSSIM map. 

Let's look at an example of the analysis results for a 

cluster with the data set in Table 1. In the first, second 

and third examples, we present an example of a non-

road in the cluster area. Visually, between the data set 

and sample grid data, they have very different colors 

and textures, so the MSSIM and PSNR analysis results 

will have a small value. The value of MSSIM is less 

than 0.6 and PSNR is less than 0.5 dB. Therefore, if we 

visualize it using an MSSIM map, a dark image will 

show. In examples four through six, we present 

examples of an area with road clusters. In this example, 

the cluster area and the dataset are similar. So, when 

we analyzed it, it had a large value: for MSSIM it had a 

value greater than 90, and for PSNR it had a value 

greater than 85 dB. Therefore, the visualization result 

using the MSSIM map will show a white image. 

The proposed method was tested on five videos 

containing road objects. The frame is captured and then 

converted to an image. Fig. 5 shows the result of road 

detection in one frame. Figs. 5(a) to 5(d) are the source 

images that will be processed. Pre-processing by using 

color information is shown in Figs. 5(e) to 5(h). In 

these results, there is still some error detection, which 

detects a non-road as the road. 

 Firstly, the image is segmented in order to be 

analyzed using PSNR and MSSIM. Figs. 5(i) to 5(l) 

show the segment of an image on a grid. The size of 

the grid is the same as the data set. Each grid will be 

analyzed using PSNR and MSSIM. If they have a value 

greater than their threshold value, then all the regions 

in the grid area are labeled '1'. Figs. 5(m) to 5(p) show 

the result of statistical analysis using a combination of 

PSNR and MSSIM. If the image in Figs. 5(m) to 5(p) is 

mapped in their source image this will result in the 

image in Figs. 5(q) to 5(t).  

  
Table 1 The sample of grid analysis using MSSIM and PSNR 

No. Dataset Sample SSIM MSSIM PSNR Vote 



62 

 

Grid Map 

1 
   

0.3995 41 dB 
Non-

road 

2 
   

0.4478 47 dB 
Non-

road 

3 
   

0.5113 49 dB 
Non-

road 

4 
   

0.9219 89 dB Road 

5 
   

0.9519 93 dB Road 

6 
   

0.9109 86 dB Road 

 

The limitation of the proposed method is that if the 

real road image does not match the dataset, an error 

will occur. The solution can be provided by updating 

the dataset according to the current road data. 

   

5. Conclusion 
This paper proposed road detection with a 

combination of color–space matching and statistical 

analysis. Color–space matching is used for road pre-

detection and statistical analysis to reduce failure 

detection in pre-road detection. The color matching 

method results in a fail in areas that are the same color 

as the dataset. The combination of PSNR and MSSIM 

makes it possible to reduce fail detection in the color 

matching method. The threshold value is obtained by 

experiment and the results are 85 dB for PSNR and 

0.90 for MSSIM. The grid area is voting as a road if 

they have a PSNR greater than 85 dB and an SSIM 

greater than 0.90. The result of the proposed method 

has been presented in this paper and is capable of 

reducing fail detection with the color-based method. 

In future work, we will provide a solution for the 

limitation of the proposed method by adding a sensor 

laser radar such as a Lidar sensor. So, by combining a 

camera and a Lidar sensor, we hope to increase the 

performance of our proposed method. 
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