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Abstract: This paper presents a new segmentation algorithm that uses priority components in HSI (Hue,
Saturation, Intensity) color space. The algorithm (named SegPC) is designed for HSI color space to support image
understanding in different areas of human activities because this color space is modeled to be closer to humans’
color perception. The innovative idea for the usage of all color components with respect to their importance is
exploited in algorithm development. Two parameters are used for controlling the segmentation process, the first
parameter is the number of colors used in the segmentation process and the second is the order of applying
calculated thresholds for color components. The main goal of the research is the analysis of the proposed new
segmentation algorithm. A set of images with different types of histograms is used for practical examination of the
developed algorithm. The peak signal-to-noise ratio (PSNR) is used as a measure of the effect of image
segmentation. The highest PSNR values (=22 for images with histogram near to bi-modal type and ~23 for images
with histogram with several peak values) are calculated for the priority of color components in which the first
analyzed component is color intensity and the number of colors in the segmented image is a quarter of the number
of colors in the input image. This result could be explained by the meaning of the intensity component which
describes the brightness of the color and because of this, it carries a significant part of color information. The time
complexity of SegPC is evaluated through theoretical analysis and experimentally. It is observed that performance
time depends on three variables: first, the size of the image strongly influences time complexity (when the size of
the image increases then the time for processing increases too), second, the number of colors also is related to time
for processing, and third, the selected color components chosen as per the priority has a weak influence on time
complexity because it defines the number of pixels which have to be additionally analyzed. The developed
algorithm presents promising results. Thus, it could be applied in image analysis and natural sciences.

Keywords: image processing, segmentation, HSI color space, peak signal-to-noise ratio.

ErEeXEa PN —fE &S &

BE  AXRHT -HHN2EEE , ZEEEREE (248, HANE, BE ) 5eR
FARWREER DB, ZEE (BNRENIARK ) THEEHRCZRMIRIT , AXBFAKREF
HTARVENEGRER RN ZHACEEARERNERTIARNACRA, EEEFTRDR
RTEAMEREENEZMNOHERS. MISRATENIELE  F-13HBED
AUEFEANTGEHRE SN SHENATENHE BERENINF, HRNEZER
ROMAREENF D EE L, —AEETRAREELENBBRATNATREEZNREFRE,
IEEERIL(ERE)AEGERGD EMRNER. TERSERILE ( EHFERZEINIER
BHEGAN 22, EFRERSMEENEGAN 23) TEHEIENRLER , HPE—
MNP ERHERENBESIEGTNIACRMABRGTHACHENNS 2 —0 XN
RULAERHERENBESENS RER , ERNL , ©HFTRA—HBIHLE
B, BEERSMMXRITHERENABMONEERE, EAE  HENRABRRT =A%
BB, BENAINNAEXEARAZE ( GEREGA/NMEME , LENEHBLEM ),

Received: March 13, 2022 / Revised: April 17, 2022 / Accepted: May 16, 2022 / Published: June 30, 2022
About the authors: Atanaska Bosakova—Ardenska, Hristina Andreeva, Computer Systems and Technologies, University of Food
Technologies, Plovdiv, Bulgaria; Stoicho Stoichev, Computer Systems, Technical University, Sofia, Bulgaria

Corresponding author Atanaska Bosakova—Ardenska, a ardenska@uft-plovdiv.bg




Bosakova-Ardenska et al. An Algorithm for Image Segmentation in HSI Color Space, Vol. 49 No. 6 June 2022

63

HR  BefNBEtuSHEEXE=  REALTIERNFMEHEs EXNEAERENTIE
B, RRAEELTZTHFNDMNEERE, AIARNELZ2MNHEFENEGR. Hit
©

A LAR A T B & 4T B AR F
*@EiA  BELE. 2E.

EiEHeRE, BEFRL.

1. Introduction

Image segmentation is an important step in image
analysis. It is a technique of dividing a digital image
into different sets of pixels, i.e., pixels in a region are
similar according to some homogeneity criteria such as
color, intensity, or texture, to locate and identify objects
and boundaries in an image [1]. It is used for filtering
noisy images, medical applications, locating objects in
images, face recognition, and fingerprint recognition
[2]. There are many segmentation methods, and the
choice of an appropriate technique is decided by the
particular image type and the problem’s characteristics
that have been considered [3]. The most popular
techniques are for global gray-level thresholding, and
many algorithms have been proposed in this direction,
like the works of Rosin [4]. A different approach for
image thresholding is dividing the image into more
levels than objects and background. It uses multi-level
thresholding, but the main problem is its large time
complexity [5].

In image processing, color image segmentation is a
priority task by image analysis. Researchers use
algorithms for color image segmentation like mean-
shift clustering [6], Markov random field models [7],
and hybrid methods [8]. In addition, the statistical
information for the distribution of colors of pixels
(histograms) in RGB color space is used to solve the
multi-level thresholding problem [9].

2. Algorithms for Image Segmentation in
HSI Color Space

Image segmentation could be applied in RGB and
other color spaces. Some researchers compare the
results of segmentation in RGB and HSI color spaces
in processing images of blood samples from patients
with acute leukemia. The proposed algorithm segments
each leukemia image into two regions: blast cells and
background. There are applied segmentation algorithms
in both color spaces to select the best technique for
detecting the blast in blood sample images. The results
show that using RGB color space is inappropriate in
this case. On the other hand, an HSI color system and a
saturation component can provide almost similar pixel
values and shapes of original blasts [10].

Malaria parasites could be detected by segmenting
images of red blood cells infected with malaria. It uses
k-means clustering segmentation to segment the
infected cell from the background. Different color

components of RGB, HSI, and C-Y color models have
been analyzed to identify the color component that
could give significant segmentation performance. The
research proved that segmentation using the S
component of HSI color space is the best for obtaining
fully segmented infected cells [11].

Another area where segmentation methods could be
applied is raisin detection for various lighting
conditions. The aim is to distinguish the observed
objects into desired, undesired, and background regions.
The input images are converted to HSI color space and
segmented using a permutation-coded genetic
algorithm. The results show that the proposed approach
is effective [12].

Lesquerella canopies are used as an oil substitute in
manufacturing many industrial products. They are
yellow flowers that have two seasons of growth. A
method for remote monitoring of flowering of
Lesquerella canopies has been proposed. Digital
cameras collect images, converted into an HSI color
system to be segmented. The presented results prove
that the proposed method for segmentation in the HSI
color space is suitable for the purpose and not affected
by variable outdoor lighting conditions [13].

It could be summarized that extracting information
from some components of HSI color space has a
practical application in various natural sciences.
Depending on the particular characteristics of the
processed images, a special processing algorithm is
designed. In this context, developing automatic
methods for image analysis in HSI color space based
on segmentation techniques is an actual problem.

The main idea behind this research is to propose an
image segmentation algorithm that deals with all color
components in HSI color space using the priority of
color components to extract more important
information from the image.

3. Algorithm for Segmentation Using
Priority Components (SegPC) in HSI

Color Space

The color image is stored in digital form as a file in
BMP format and described in the RGB color system.
Because of this, as a preliminary step, the image has to
be converted into HSI color space. The conversion is
based on well know classic formulae [1]:

_ -1 0.5[(R-G)+(R—B)]
H = cos {[(R—G)2+(R—B)(G—B)]°-5} @
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=1-——[min (R,G,B)] )

R+G+B
1= ()
The image presentation in HSI color space defines

the sets of pixels (segments) that have to be in the same
color.

3.1. Segmentation with Priority Components

Let the image be sized mxn (Im). The number of
colors in segmented image k is limited to a quarter of
the number of colors in the input image. Its maximum
value is 64 (the intensity of color in the grayscale
image is between 0 and 255). This limitation is
motivated by the basic concept of segmentation - it has
to reduce the number of colors to prepare images for
object extraction.

Depending on priority order, the sets of pixels with
different colors are defined (D, D, ..., D). The set of
pixels D; contains pixels colored in black by image
segmentation, and the set of pixels Dy contains pixels
colored in white. The other sets (D,, D3, ..., Dy1)
contain pixels that have to be colored in gray with
different intensities. Pixels falling in the set D, are the
union of a part of pixels falling in A;, a part of pixels
falling in By, and all pixels falling in C;. The sets of
pixels A; (i = 1, 2, ..., k) are defined using the first
color component in priority order (Formula 4).

Cha & AL UA, UA3 U ..U A, = Uk A4, (4)

Every pixel belongs to only one set of pixels A;
(Formula 5).

AiNA, NAzN..NA, =0 (5)

The union of sets of pixels A; defines the image
unambiguously. The sets of pixels B; (i =1, 2, ..., k)
are defined using the second color component in the
priority order (formula 6), and their union defines the
set A;.

Cig “ BiUB,UB3;U..UB, =UYB;, =4, (6)

The intersection of all sets of pixels B; is an empty
set (formula 7).

BiNB,NB;N..NB, =0 @)

The sets of pixels C; (i=1, 2, ..., k) are defined using
the third color component in the priority order
(Formula 8), and their union defines the set B;.

Ci & CLUCL,UC3U..UC,=UXC, =B, (8

The intersection of all sets of pixels C; is an empty
set.

CiNC,NCsN..NC=0 (9)

Finally, the set of pixels D; could be defined by the
next equation:

D; = U5B; u UK G (10)

The second and third color components are applied
to separate pixels that fall in set A; (colored in black)
because there are presented pixels with dark color,
which could contain shadows. Thus, they have to be
differentiated from other pixels.

The decision to distribute pixels into defined sets of
pixels (Dy; i =1, 2, ..., k) is based on two predicates.
The first predicate (Formula 11) is designed to identify

all pixels that must be colored in black (distributed into
set D;). The second predicate (Formula 12) implements
the distribution of remaining pixels (m*n - |D4|; m-
width of the image, n- high of image) into sets of
pixels.

Di(i=2,3,...,k).

P(611151:K1) =

true if Im(i, /) < Chs;(TOAUM(L, ) < Chsp(TOA
{ (Im(,j) < C1§151(T1)) } (11)
false, otherwise

The value K; is the black color in the segmented
image, and T, is the first threshold value defined for the
color component.

p (CgSI'Kl) =

{true lf(Im(l,]) > C_ESI(KI))} (12)
false, otherwise

The p has a value of 2 or 3 and presents the second
and third priority components. K, (I= 2, 3, ..., k) is a
color in segmented image.

The threshold values (T;; i= 1, 2, ..., k-1) are
defined as medians in a set of pixel values for every
color component.

Statement 1: The distance between two couples of
threshold values (T, Ti.1) and (T;, Tj+y) i a constant.

Proof: Let a set S; be composed of all pixels which
have a color value smaller than T, (s<T;; i=1, 2, ...
(m*n/k)) and a set S, be composed of all pixels which
have a color value smaller than T,. The median values
are defined for the sorted row of pixels (their colors) —
T, is smaller than T, (T, < T,), and all elements of S;
are smaller than elements that fall in S,. All elements
smaller than T, define a set for which T, is a median —
|A1[=|A]. Let a set S; be composed of all pixels with
color values smaller than Ts. All elements smaller than
T, define the set S;. The value T; is also median —
|A2[=|As]. With mathematical induction, it could be
supposed that |Aj|=|Ai.1| => the distance between two
couples of threshold values, (T;, Ti:1) and (Tj, Tj+1), is a
constant.

3.2.Region Definition

The segmented image consists of regions
(segments) which are the results of the segmentation
procedure. In common, the number of regions is bigger
than the number of colors (K). Two regions are
neighbors if their color is different; consequently, the
regions with the same color are not neighbors. Let R;
and R; be the regions with the same color.

Ri={ps P2 P3, ... Pr }

Ri={PwP2Ps....pg 1, r=qorr#q

Every pixel which is part of R; or R; has the original
color between thresholds (T, T.1) => one of the
predicates (11 or 12) is true. The maximum distance
between p, and p, is [T; - Tu4|, and the minimum
distance is zero. The variance between mathematical
expectations for two regions with the same color is
(Formula 13).

P - <e (13)
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Let two regions, R, and Ry, have the same color, but
it is different from the color of regions R; and R;. The
mathematical expectations for these regions (R, and
Ry) are p, and p,,. Let the pixels which are part of Ry
or Ry have an original color between thresholds (T,
Ti2) => one of the predicates (11 or 12) is true. Then,
the variance between R; and R; is smaller than between
Rxand R,.

P = 55| < [Px — Py (14)

Thus, the probability (R) for a fixed couple of
regions of Im is not more than § (0 < § < 1).

3.3. Time Complexity

The conversion of Im into an HSI color space forms
the first part of the time complexity function. This
processing involves a sequence of arithmetic
calculations for every pixel, and thus its complexity is
N? (N- size of input image (m*n)). The next step of the
SegPC algorithm is the calculation of thresholds, which
are needed for the segmentation process as they are
part of segmentation predicates. The time complexity
of this calculation is NlogN, because the quick sort
algorithm is used for sorting to identify median values.
The predicates of time complexity depend on two
parameters, namely, the number of colors (K) and
number of pixels that form the set A;.

tpredicates = f (K, |A1]) (15)

When the number of colors increases, the time for
processing also increases. Some fluctuations may
appear in this trend because the number of pixels that
fall in set A; also influences the time for processing.

T = N? + NlogN + tpredicates (16)

The upper asymptotic bound of the time complexity
of SegPC is O (N?).

4. Peak Signal-to-Noise Ratio and Its

Application

Peak signal-to-noise ratio (PSNR) is used to
calculate the ratio between the maximum possible
signal power and the power of the distortion noise that
affects the quality of the representation. This ratio is
usually calculated as a logarithmic quantity using the
decibel scale. PSNR is described mathematically by
Equations (17) and (18).

MAX}?
PSNR = 10logy (4=L) (17
1 _ _ PR )
MSE = SRS EISIGH —KGHE  (19)

where MAX is the highest possible value of the signal.
If the input is a grayscale image of 8 bits, then MAX =
255. MSE is the mean squared error between the
original image and the reconstructed image. The
parameters m and n are the number of rows and
columns, respectively, in the image. The PSNR is
inversely proportional to the MSE [14].

4.1.Usage in Filtering

PSNR is often used to evaluate denoising

algorithms. Mohideen et al. [15] discussed a method
for additive random noise that can easily be removed
using simple threshold methods. Wavelet denoising
scheme thresholds the wavelet coefficients arising from
the standard discrete wavelet transform. Research has
been proposed on the suitability of different wavelet
bases and the size of different neighborhoods on the
performance of image denoising algorithms in terms of
PSNR [15].

Erkan et al. proposed a method to remove salt and
pepper noise and used PSNR to compare the obtained
results with the results of other methods [16].

Sara et al. performed simulation experiments using
Gaussian noise through a Gaussian filtering technique.
The image quality was evaluated by applying different
metrics, such as structured similarity indexing method
(SSIM), feature similarity indexing method (FSIM),
MSE, and PSNR. The results were similar for all used
metrics. If the noise level is increasing, then the
recovery quality of the output image will decrease [17].

Image denoising is an important part of the analysis
of MRI brain scan images because it removes the
undesirable noisy components. Denoising technique
plays a significant role in sustaining the stability
between two components: noise removal and
preservation of image features. Different methods for
denoising are applied on a dataset of MRI images, and
the results are validated by calculating the PSNR value
[18].

4.2. Evaluation of Segmentation

PSNR is also used to measure contrast
enhancement. This ratio is used as a quality
measurement between original and contrast-enhanced
images. The most appropriate image processing method
can be selected by comparing the results obtained for
the PSNR [19].

Jumb et al. presented an approach for color image
segmentation. The proposed processing includes the
conversion of images to an HSV color space and
segmentation based on Otsu’s method and K-means
clustering for regions merging. The segmented images
obtained through processing with the proposed
approach and other algorithms are compared using the
PSNR value [20].

Other researchers also used image segmentation
techniques based on the kernel subtractive and k-means
clustering algorithm. Their results are compared with
the segmentation results using the PSNR value in order
to validate the effectiveness of the proposed method
[21].

Wang et al. [22] proposed an automatic
segmentation system to separate maize leaves from a
complex background in digital images under different
light conditions. The obtained results are compared
with the results of processing with other segmentation
algorithms. The PSNR value is calculated to measure
how close the segmentation image is to the standard
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image and how it affects the illumination changes [22].

Image segmentation methods are also applied in
medical imaging systems, for example, to analyze lung
images [25]. Three methods are used for image
segmentation: connected threshold, neighborhood
connected, and threshold level set segmentation. The
different methods are compared based on the calculated
performance evaluation parameters MSE and PSNR
[23].

Bao et al. [24] proposed a hybrid algorithm for color
image segmentation. Otsu’s method and Kapur’s
entropy are used to determine the segmentation
threshold values. The proposed a hybrid algorithm uses
Harris hawks optimization and differential evolution.
Seven known algorithms are compared using a set of
images. Some measures, including PSNR, are used to
evaluate the performance of each algorithm [24].

In the present paper, PSNR is used to evaluate the
proposed algorithm. According to the obtained results,
the most appropriate number of colors and the priority
of components in image segmentation are set.

5. Experimental Results

A set of eight images is used to test the proposed
algorithm. The images have different sizes as follows:
WCB structure (3385 x 3393), CST laboratory (3500 x
2625), Grebna Baza (1920 x 1440), ice cream (3500 x
2333), Lena (512 x 512), cheese samples (2560 x
1440), peppers (512 x 512), and tulips (1024 x 768).

Two of the test images (Lena and peppers) are popular
WCB structure CST laboratory

H
)

WCB structure Lena

Original

2 colors

in image processing [1], and the remaining six images
are captured in laboratories of the University of Food
Technologies (which captures the structure of different
types of food) in the city of Plovdiv. The histograms of
the test images are presented on Fig. 1.

Each of these images is converted to grayscale using
the proposed segmentation algorithm. Before the
segmentation is started, the desired number of colors
and the priority of the components are set. The
algorithm is tested with 2, 4, 6, 8, 10, 20, 30, 40 colors,
and a quarter of the maximum possible colors of the
image. The test images present different objects
captured in different lighting conditions, so different
maximum numbers of colors are obtained. For the
image “WCB structure,” the maximum number of
colors is 52, whereas for “CST Laboratory,” “Grebna
Baza,” and “cheese samples,” 63 colors are used. The
“ice cream” colors are 61 and 55 for “Lena.” For
“peppers” and “tulips,” 57 and 62 colors are used,
respectively. The segmented images are saved in BMP
format.

The results for four images with different histogram
types are presented in Fig. 2. The image “WCB
structure” presents the structure of Bulgarian white
cheese in brine, the image “Grebna Baza” is captured
on a rowing channel in Plovdiv, and the image “Lena”
and “peppers” are well known in the field of image
processing. It used color components’ priority 0
(1'S?H%) and selected some colors for segmentation.

Grebna Baza Ice cream

Fig. 1 Image histograms '

Peppers Grebna Baza
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4 colors

8 colors

10 colors

20 colors

Y4 colors

The obtained results for images “Lena” and
“peppers” are presented in Fig. 3 and 4, using all
possible color types, components priority, and four
versions of color number. It is observed that processing
results for image “Lena” are quite different in different
segmentation modes (with different order of priority
components), especially when the number of colors is
higher than two. This image has a histogram with many
small peaks (Fig. 1) and a high contrast among areas
with different color intensities (hue). The presence of

2 colors 8 colors

Fig. 2 Results for color components’ priority 0 (1'S2H?)

pixels with colors in different gamma (near to different
basic colors like red and blue) significantly influences
segmentation results in these modes, which are used as
a first priority component Hue. The segmented images
of “peppers” are very similar when only two colors are
used in all possible modes to prioritize color
components. The “peppers” image has three main
peaks in a histogram. The segmentation with 20 and
more colors with intensity usage as a first priority
component leads to good quality results.

20 colors Y, colors
-
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“Lena” with all components’ priority

Fig. 3 Results for image
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Fig. 4 Results for image “pepp
5.1.PSNR

A program has been created in Scilab to calculate
the PSNR value using formulae 17 and 18. The images
segmented with the proposed algorithm (SegPC) are
compared with the original image. For each image, 54
PSNR values (6 modes [orders of priority components]
x 9 values for the number of colors) are calculated. The
PSNR values for couples of priority modes with the
same first color component (for example, priority 0 and
priority 1 have first priority color component Intensity)
are very similar because the set of pixels Al in these
modes is the same. Fig. 5-7 show the PSNR values for
priorities 0, 2, and 4, respectively. It is observed that
the highest PSNR values are measured for priority O
(first processed component is intensity, second is
saturation, and third is hue). This observation could be
explained by the nature of the intensity component.
Which implements the brightness of the color, and
because of this, it significantly forms the sense of
color.

In all discussed priority modes, the lowest PSNR
value is calculated for binary image (two colors). A
significant increase in PSNR value is measured for the
image with four colors compared to the same image
segmented with two colors. PSNR value increases
when the number of colors increases. In Priority Mode
4 (Fig. 7), the lowest PSNR values are calculated for
image "Lena," which corresponds with the visual
evaluation of segmented images (Fig. 3, mode H'I’S®).

PSNR

25

20

15

10

2colors  4colors  Gcolors  Bcolors 10 colors 20 colors 30 colors 40 colors  1/4 colors

—WCB structure

—lena

—cst laboratory ——grebna baza —Ice cream
tul
p

——cheese samples

Fig. 5 PSNR for Priority 0 (1'S?H°)

SR

€I

e

s” with all component

PSNR

25

20

2colors  4colers  Gceolors  Boolors 10 calors 20 colors 30 colors 40 colors 174 colors
——WCB structure
—lena

~——cst laboratory
samples

~——grebna baza ~——lce cream
1uli

Fig. 6 PSNR for Priority 2 (SI°H®)

PSNR

2 colars 4 colors. & colars 8colors 10 colors 20 eolars 30 colors 40 colors  1/4 colars
——WVCB structure ——¢stlaboratory

samples

——arebna haza —lee cream

—lena —Mlips

Fig. 7 PSNR for Priority 4 (HI?S%)

5.2.Performance Evaluation

The experimental time complexity evaluation is
performed in the same conditions, as follows:

1) Every image is processed ten times with selected
parameters (priority of color components, number of
colors).

2) The measured time (ms) is summarized as an
average value, and a standard deviation is calculated
too.

3) It uses a mobile computer system ASUS ROG-
STRIX with processor Intel(R) Core(TM) i5-10300H
CPU @ 2.50GHz, 16MB memory, and Windows 10
(64 bits) operating system.

Fig. 8 presents the total time for image
segmentation using 2, 10, and 20 colors and the priority
of color components Intensity->Saturation->Hue
(I's?H3).

Increasing the number of pixels (the size of the
image is shown on the x-axis) leads to increased
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processing time. The trend of the presented function is
quadratic.

Total time for processing, ms
12000

10000

8000

6000

4000

2000 l I
g — J— [ |

262144 262144 786432 2764800 3686400 8165500 9187500 11485305

M 2 colors M 10 colors 20 colors

Fig. 8 Average time for processing of all images

Tables 1 and 2 present standard deviations (o)
calculated for the time of processing two tested images.
It is observed that the standard deviation in the
measured time is higher for the bigger image, which
could be explained by the higher value of the measured
times when the bigger image is processed. For all test
images, the standard deviation of performance time,
calculated as a percent of measured time, is between
0.5% and 17% (the average value is about 4.9%). The
average standard deviation () for all test images is
about 8.3.

Table 1 Standard deviation (o) of measured time for segmentation
of small image (lena.bmp)
2 4 6 8 10 20 40 Y

colors
IIS’H° 224 194 118 142 120 166 092 154
I'H?s® 066 136 104 160 253 054 117 155
SYH® 046 141 142 164 147 206 046  1.81
SH® 098 189 128 149 119 060 1.00 150
HY%S® 130 169 120 181 140 205 114 054
HS?® 066 169 155 117 130 064 173 176

Table 2 Standard deviation (o) of measured time for segmentation

of big image (WCB structure.bmp)
4 6 8 10 20 40 Vi
colors
I's’H®  17.67 2884 2158 1210 2520 1861 2699 12.28
I'H?s® 1158 12.94 1155 1521 1865 751 1146 15.60
SUPH® 2077 5781 2176 2485 990 1557 6.64  19.08
S'H2® 1607 2061 310 891 519 916 1781 560
HU?S® 1824 3343 1417 566 1112 986  24.80 43.32
H!S?® 2355 37.47 2340 3104 2158 1140 1010 852

The variance in measured time values is typical for
performance on modern computer systems because
they work in multitasking mode, and the loading of a
system depends on various factors (such as the
execution of background programs that check for
updates).

Fig. 9-12 present the average time for segmentation
(t predicates) OF four images using six modes for priority of
color components and eight different values for several
colors.

The notations "Priority 0" to "Priority 5"
corresponds with the priorities of color components as
follows:

“Priority 0” = I'S?H?; “Priority 1” = I'H?S?;

“Priority 2” = S'1°H?, “Priority 3” = S'H?I%;

“Priority 4” = H'IS%; “Priority 5” = H'S?I°.

Image "lena", Average time [ms]
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Fig. 9 Average time for segmentation for image “Lena”

Image "peppers", Average time [ms]
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Fig. 10 Average time for segmentation for image “Peppers”

Image "grebna baza", Average time [ms]
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Fig. 12 Average time for segmentation for image “WCB structure”

It is observed that, when the number of colors is a
constant, then the segmentation mode (“Priority 0" to
"Priority 5") influences the time for segmentation. The
differences in measured values for segmentation time
are bigger when the number of colors is higher. In
some cases, the time for segmentation decreases when
the number of colors increases. For example, the
average time for segmentation of image "WCB
structure™ for ten colors is 718.1 ms, but, for 20 colors,
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it is 670.6 ms. This effect could be explained by a big
number of pixels falling in set A; at a small nhumber of
colors and a significant decrease in their number when
the number of colors increases (the pixels falling in set
A are processed with predicates using the second and

third color components, which involves more
calculations).
In summary, in more cases, the time for

segmentation increases when the number of colors
increases.

6. Conclusion

This paper discusses a new image segmentation
algorithm (SegPC - segmentation with priority
components) that processes the images in HSI color
space. The algorithm uses region definition based on
the selected priority order of color components. The
usage of all color components of HSI color space
together is a novelty in the field of image segmentation.
The data selected as a first priority component have a
primary meaning, but the other two color components
also contribute to the segmentation result. Test images
are used to evaluate the performance of SegPC in two
aspects:

1) The quality of segmentation is evaluated for
different priority orders of color components and
different numbers of colors in segmented images using
PSNR as a measure;

2) The time complexity of the algorithm is explored
theoretically and experimentally.

The results could be summarized as follows:

- It is preferred that the number of colors for
segmentation be higher than four because, in this case,
the PSNR value is high, which indicates that the
segmented image keeps a significant part of the
information;

- The selected mode for priority of color
components influences segmentation results, so the
appropriate mode has to be chosen according to the
specific purpose of the processing;

- The size of input images significantly influences
the time for processing, and the choice of a not very
high number of colors for segmentation leads to
decreased performance time.

A limitation of the proposed algorithm could be the
usage of parameters for the number of colors in a
segmented image. In the future, the proposed algorithm
could be upgraded with some methods for
automatically identifying the best number of colors for
the segmentation. Another direction for future research
is investigating applications of the developed algorithm
in image analysis in various scientific fields such as
food quality evaluation and object recognition.
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