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Abstract: The impact of the COVID-19 pandemic has spread to all aspects of life. Modeling the price of 

beef and chicken meat is very important for the government to avoid extreme fluctuations of both commodities in 

the prices so that society's purchasing power can be maintained. This study has several objectives, namely building 

VAR and ARDL models from multiple time series data (beef and chicken meat prices), conducting variable 

selection with forwarding subset selection on input lag in the ARDL model, and measuring the performance of the 

VAR and ARDL models on the both of beef and chicken meat prices based on the value of RMSE, MAE, and 

R_square both in the training and testing set. The novelty in this study is to propose an identification method for the 

lag inputs of the ARDL model based on the criteria of both the Alkaide Information criteria (AIC) value and the 

adjusted R square value by visualizing both criteria for all possible amounts of lag inputs. The results of the 

identification of the VAR model structure using the conventional method in time series modeling are yielded the 

different lag inputs that are compared to the ARDL model structure with lag inputs identified by using the proposed 

method. The ARDL model of the beef and chicken meat prices has better performance than the VAR model both on 

training and testing sets. In addition, the resulting VAR model also clearly shows the occurrence of overfitting 

problems. 

Keywords: ARDL modeling, feature selection, multiple time series, VAR modeling. 

印度尼西亚新冠肺炎大流行期间牛肉和鸡肉价格的向量自回归和自回归分布滞后建

模 

摘要：新冠肺炎大流行的影响已蔓延到生活的方方面面。模拟牛肉和鸡肉的价格对于政

府避免两种商品价格的极端波动以维持社会的购买力非常重要。本研究有几个目标，即从多

个时间序列数据（牛肉和鸡肉价格）构建向量自回归和自回归分布式滞后模型，在自回归分

布式滞后模型中通过前向子集选择对输入滞后进行变量选择，并测量基于训练和测试集中均

方根误差、平均绝对误差和R平方值的牛肉和鸡肉价格的向量自回归和自回归分布滞后模型

。本研究的新颖之处在于，通过可视化所有可能的滞后输入量的两个标准，提出了一种基于

碱信息标准值和调整后的R平方值标准的自回归分布式滞后模型的滞后输入的识别方法。在

时间序列建模中使用传统方法识别向量自回归模型结构的结果产生了不同的滞后输入，并与
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使用该方法识别滞后输入的自回归分布式滞后模型结构进行了比较。牛肉和鸡肉价格的自回

归分布滞后模型在训练和测试集上都比向量自回归模型具有更好的性能。此外，得到的向量

自回归模型也清楚地显示了过拟合问题的发生。 

关键词：自回归分布式滞后建模、特征选择、多时间序列、向量自回归建模。 

 
 

1. Introduction 
The machine learning modeling approach is output-

oriented. There are two major approaches called 

descriptive and predictive modeling. Predictive 

modeling is divided into 2 types based on the response 

variable measuring scale. A regression model is built 

when a response variable has a numerical scale 

(interval or ratio), while a classification model is built 

when the response variable has a categorical scale 

(nominal or ordinal). A classification model has a 

primary goal to classify the unknown label of instances 

[1-3]. In statistics, regression modeling is more 

emphasized to explore the causality relationship 

between the response and predictors variable [4], but in 

machine learning, the regression modeling is oriented 

to capture all existing patterns in the data set to obtain a 

model that can predict accurately to the unknown value 

of response variable based on the known values of 

predictor variables [5-6]. 

Time series data are available abundantly in various 

fields. Each event has a certain pattern such as a trend, 

seasonal, or cycle. Past data can be used to identify 

patterns and then a time series model can be built to 

predict the unknown future value. Time series data 

involving only one observed variable is called 

univariate time series, while time-series data involving 

more than two variables is called multivariate 

(multiple) time series. Model development in 

univariate time series has been very sophisticated 

which produces hybrid models having very satisfactory 

performance, including hybrid models between 

wavelets and neural networks [7] and also modeling 

that hybridizes between SVM and LSTM [8]. 

However, multiple time series modeling faces many 

limitations including many constraints in modeling that 

cannot be met [9-10] and also unsatisfactory 

performance because they generally suffer from the 

overfitting problem [11]. 

In reality, few time series are interrelated to form 

multiple time series. Vector Autoregressive (VAR) is 

an autoregressive (AR) model developed in multiple 

time series. The implementation of the VAR model 

including had conducted by Marica and Horobet [12] 

which they selected a VAR model using a genetic 

algorithm. The stock price and exchange rate modeling 

by using the sign-restricted VAR model were carried 

out by Chen and Liu [13]. The identification of the 

VAR model structure is complex and the VAR model 

consists of multiple models having the same model 

structure has led to the development of a more flexible 

model called Autoregressive distributed lag (ARDL). 

Chandio et al [14] developed an ARDL model to 

predict agricultural production in Pakistan. Sohail et al 

[15] conducted a nonlinear ARDL analysis of air 

pollution and transport management in Pakistan. 

Although the ARDL model is a single model, 

identifying the ARDL model structure is also not an 

easy task. Feature selection in machine learning 

modelings such as those in Ircio et al [16] and Zhu et al 

[17] will be used to identify the structure of the ARDL 

model in this study. 

The need for food is a primary need for the 

community for both plant and animal food needs. One 

of the most popular animal food commodities is beef 

and chicken. The demand for meat continues to 

increase every year also due to the increasing number 

of business actors in the culinary field. Zhang et al [18] 

have explored the factors influencing household meat 

purchases in China, while several researchers including 

Lusk et al [19] discussed changes in prices and 

marketing margins. Beef price predictions with time 

series models were carried out by Aguirre and Aguirre 

[20], and also by Zeng et al [21]. Meanwhile Alderiny 

et al [22] built a time series model to predict Saudi 

Arabia’s production and imports of broiler meat 

chickens. 

In this study, the VAR and ARDL models were 

built from the prices of beef and chicken meat during 

the Covid19 pandemic in East Java, Indonesia. The 

forward subset feature selection method is used to 

identify the ARDL model structure of the two 

commodities and it is hoped that the right predictor 

features can be obtained so that the resulting ARDL 

model has a satisfactory performance. The model 

performance was evaluated based on the value of 

RMSE, MAE, and R square on both training and 

testing parts. 

 

2. The Literature Review 
Vector Autoregressive (VAR) can be considered as 

multi-response modeling with the predictor variable 

being autoregressive lag with order p from each of its 

constituent time series data which can be expressed as 

VAR(p). Meanwhile, Autoregressive Distributed lags 

(ARDL) is a multiple-time series modeling group with 

a single response variable and predictor variables in the 
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form of a combination between autoregressive lags of 

order p and distributed lags of order q which can be 

expressed as ARDL(p,q). The distributed lag in this 

case is the lags formed from the explanation variable, 

namely the variable that causes or explains the 

variation in the response variable. 

 

2.1. VAR Modeling 

Identification of the VAR model structure is a very 

important step which includes stationarity test, 

determination of the optimum lag number, and Granger 

causality test. A stationary time series means that the 

time series has a zero mean and a constant variance. 

The selection of the optimum lag number and the 

Granger causality test aim to obtain the lag order 

number (p) from the time series data involved in the 

model structure [23]. The VAR model was obtained 

using ordinary least squares for estimating the 

parameters of the model structure [24]. 

Consider the process            follows a vector 

autoregressive model of order p, denoted        

presented in equation (1) as the following [25]: 

                                    (1) 

where p is lag number (positive integer),    are fixed 

(   ) coefficient matrices,              is a 

fixed (   ) vector of intercept terms, and    
           

  is a K-dimensional white noise with 

covariance matrix    that is assumed to be nonsingular. 

To make it easier to explain the conceptual framework 

of VAR modeling, in this discussion the VAR (1) 

model structure is used as a case study presented in 

equation (2) following 

 
   

   
   

  

  
   

      

      
  

     

     
   

   

   
   

is equivalent to  

                              

                                   (2) 

where cov             . 

The model structures in equation (2) correspond to 2 

regressions with different dependent (response) 

variables and identical explanatory variables. 

The parameters of the VAR (1) model can be 

obtained by using the ordinary least squares (OLS) 

computed separately from each formula in equation 

(2.2). It is assumed that a time series    
         

                
  of the y variables is 

available. In addition, a pre-sample value    
         

  is assumed to be available. Consider the first 

part of equation (2) as the following: 

                                
           
                          

                          

  
                              

By defining of some terms as below 

              
      

         

 
 
 

    

 
      

    

 
      

   

                
   and               

 . Then 

the first part of equation (2.2) can be written as the 

following: 

          and the OLS estimator of    is given 

by  

                         (3) 

 

2.2. Modeling ARDL with Stepwise Forward 

Feature Selection 

An ARDL model refers to a model with lags of both 

the dependent and explanatory variables. An 

ARDL(p,q) model would have 1 lag on both variables 

which is expressed in equation (4) following [26]: 

                           
           

                                   (4) 

The order autoregressive q and order distributed p is 

obtained by using the forward stepwise feature 

selection which has a Procedure based on the idea that 

no predictor variables are in the model originally, but 

they are added one by one at a time. The selection 

procedure is [27-28]:  

a. The first predictor selected to be entered into 

the model is the one with the highest correlation with 

the response. If the F statistic corresponding to the 

model containing this variable is significant (larger 

than some predetermined value), then the predictor is 

left in the model. 

b. The second predictor examined is the one 

having the largest partial correlation with the response. 

If the F-statistic corresponding to the addition of this 

variable is significant, the predictor is retained.  

c. The process is continued until all predictor 

variables are examined. 

After all the predictor variables are entered into the 

model (as many as p models), then the model with the 

highest interpretability is selected. The criteria used as 

a measure in choosing the number of predictor 

variables that produce the best model are the Akaike’s 

Information Criterion (AIC) and R square adjusted 

values. The best model has the lowest AIC value and 

the highest R square adjusted. The formula to calculate 

the AIC and R square adjusted values is  

    
 

    
                    (5) 

              
           

         
        (6) 

where RSS is residual sum square, TSS is total sum 

square, n is the number of instances, d is the number of 

parameters [29]. 

 

2.3. The Measure Model Performance 

The performance of the regression model is 

evaluated based on the accuracy of the model's 

predictions against the actual value. The measure of the 
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accuracy of the regression model is generally based on 

the gap between the actual value and the predicted 

value. The correlation between the actual value and the 

predicted value squared is called R square or the 

coefficient of determination which in this case 

measures the level of accuracy of the predicted value 

generated by the model against the actual value. The 

value of R square (R
2
) has a range of [0,1] where R

2
 = 

1 means that the regression model can predict the 

actual value with 100% accuracy or when presented in 

a plot of the actual versus the predicted values, the two 

coincide perfectly. Meanwhile, other measures of 

model performance include RMSE and MAE which 

provide a numerical value for the average model error 

in predicting the actual value [30]. RMSE gives a large 

weight to the predicted value with a large bias, but not 

so with MAE. Here is the formula to calculate MAE, 

RMSE, and R
2
:  

    
      

 
 
     

            , where      
      

 
 
   

 

             , 

where   
           

                           
 

where    is the predicted value, and Y is the 

corresponding actual value. 

 

3. The Data and Research Steps 
The multiple time series studied in this study are the 

average price of beef and the average price of chicken 

meat at the consumer level in the province of East Java, 

Indonesia. The average daily prices of the two 

commodities are obtained based on the average daily 

price of the two commodities in 37 main markets in the 

East Java region. The data are provided by the East 

Java provincial industry office, which records basic 

commodity prices (kg) in 37 district/city wholesale 

markets. These two commodities are the main source 

of animal protein which is very important for the 

community and the government must be able to control 

price fluctuations so that the community is not harmed. 

The development of the VAR and ARDL models is 

expected to be a tool to predict the prices of the two 

commodities so that the government can take policies 

to control prices in the event of very sharp (abnormal) 

price fluctuations. The stages of developing the VAR 

and ARDL models with a machine learning approach 

are as follows: 

a. The data description is based on time series 

plot and summary statistics. It aims to get a global 

picture of the patterns that exist in the time series. 

b. The division of multiple time series into 

training and testing parts where the training part is used 

to build the model, while the testing part is used to 

evaluate the model's performance on predicting unseen 

values. 

c. The development of a VAR model which 

includes: 

 Identification of the model structure by 

performing stationary tests, determining the optimum 

lags, and the Granger causality test. 

 Formation of input-output pairs (predictor-

target) based on the structure of the model. 

 Parameter estimation (training) of the VAR 

model. 

 Interpretation of VAR models and 

visualization of actual versus predicted values. 

d. Evaluation of the performance of the VAR 

model. ARDL model development includes: 

 Formation of input-output matrix based on the 

distribution of 7 lags from each time series as a 

predictor with the target being the current value of the 

time series. 

 Selection of variables using the forward subset 

selection method. 

 Parameter estimation (training) of the ARDL 

model. ARDL model interpretation and visualization of 

actual versus predicted values. 

 ARDL model performance evaluation. 

 

4. Result and Discussion 
In this section, we will discuss the description of 

multiple time series data, distribution of training and 

testing sets, initialization of model structure, parameter 

estimation, evaluation of model performance in both 

training and testing sets for VAR and ARDL models. 

 

4.1. Data Description 

The data set used in this study was obtained from 

the information system on the availability and 

development of staple food prices in the province of 

East Java, Indonesia. Daily multiple time series data in 

the form of beef prices and chicken meat prices from 

March 20, 2020, to October 31, 2021. Fig. 1 presents 

the time series plots of the two data.  

The modeling in this study uses a machine learning 

approach by dividing the dataset into two groups, 

namely the training part (2020 March 20 to 2021 

August 31) and the testing part (September 1 to 

October 31, 2021).  

The training set is used to build the model, while the 

testing part is used to select the best model that has the 

highest performance in the testing part. The daily data 

of the prices of both types of meat are presented in the 

form of a graph in Fig. 1 below.  

Based on Fig. 1, information is obtained that the 

price of meat fluctuates from time to time. The price of 

chicken tends to fluctuate more than beef, although 

beef is relatively stable in certain periods there are 

quite large fluctuations.  

The summary statistics of the two-time series data 

are presented in Table 1. 
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Fig. 1 The time series plot daily price of chicken and beef 

 
Table 1 The summary statistic of the dataset 

Price 
Statistic 

Min Q1 Median Q3 Mean Max 

Chicken 107670 108647 109092 110162 109435 117655 

Beef 25729 29534 31811 33110 31814 39717 

 

Based on table 1, the information is obtained that 

the price of beef in that period has an average price of 

IDR. 109435.00 with the lowest price of IDR. 

107670.00 in the period of November 28, 2020. 

Although there had been fluctuations due to the 

covid19 pandemic, towards the end of the year beef 

prices began to stabilize again. Meanwhile, the highest 

price of beef is IDR. 117665.00 in the period of 

September 6, 2021. As many as 25% of the data has a 

price of less than IDR. 108647.00, as much as 50% of 

the data has a price of less than IDR. 109092.00 and as 

much as 25% of the data has a price of more than 

IDR.117655.00. 

Meanwhile, the price of chicken meat during that 

period had an average price of IDR. 31814.00 with the 

lowest price being IDR. 25729.00 for the period of 

April 18, 2020. The first detection of the Covid19 case 

in early March 2020 caused people to be panic, so they 

tend to reduce activities outside the home. This causes 

the amount of demand for chicken meat prices to 

decline in the market. In addition, many business actors 

in the culinary field have lost a lot of customers. The 

highest price of chicken is IDR. 39717.00 at the period 

of April 12, 2021. This is because the inflation rate in 

the April 2021 period increased compared to the March 

2021 period. The increase in prices for several food 

commodities in the month of Ramadan became the 

main factor in the occurrence of inflation in the April 

2021 period. As many as 25% of the data had prices 

less than IDR. 29,534.00, 50% of the data have a price 

less than IDR. 31,811.00, and as much as 25% of the 

data has a price of more than IDR. 33,110.00. 

 

4.2. VAR Modeling  
In the VAR modeling, the data used is stationary 

time series data. So that the stationary data must be 

checked at a level. The result of the Augmented 

Dickey-Fuller (ADF) test concluded that at the level 

with an error rate of 5%, the beef price data in that 

period had a p-value (0.02828) < 0.05 (stationary) but 

the chicken meat price data in that period had p-value 

(0.4298)> 0.05 (not stationary). Because one of the 

data is not stationary, the first difference is carried out 

on the data and the ADF test is carried out again. The 

chicken data on changes after the first difference, the 

price of chicken meat in that period had a p-value 

(0.01) < 0.05 (stationary). 

Before doing the VAR modeling, the optimum lag 

is selected to be included in the VAR model. Optimum 

lag selection can be done by selecting the lag that has 

the smallest AIC, HQ, SC, and FPE values. Table 2 

shows the results of the optimum lag selection test: 

 
Table 2 the statistic values of AIC, HQ, SC, FPE 

Value Lag 

1 2 3 4 5 6 7 

AIC 22.89 22.85 22.85 22.85 22.85 22.84* 22.85 

HQ 22.91 22.88* 22.89 22.91 22.92 22.92 22.95 

SC 22.94 22.93* 22.96 23.00 23.03 23.05 23.10 

FPE 8,703E + 06 8,351E + 06 8,366E + 06 8,368E + 06 8,416E + 06 8,307E + 06* 8,388E + 06 

 

Based on Table 2, it can be concluded that the 

optimum lags based on the values of AIC, HQ, SC, 

FPE are lag 2 and lag 6. Furthermore, these two lags 

are used to carry out the next process. 
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After the optimum lag is obtained, the next step is to 

do causality testing on each of these lags. The 

reciprocal relationship on the optimum lag can be 

evaluated by using the Granger causality test. The 

results of causality testing on the data differences on 

both chicken and beef prices with a 95% confidence 

level show that at lag 2 (p-value = 0.0007513 and p-

value = 0.04383) there is sufficient evidence of a 

reciprocal relationship between changes in chicken and 

beef prices. While at lag 6 (p-value = 0.00816 and p-

value = 0.1976), there is a one-way relationship, 

namely changes in chicken meat prices affect beef but 

not vice versa. So lag 2 is used to be included in the 

VAR modeling. 

After identifying the VAR model structure, the next 

step is to estimate the parameters of the VAR model 

using the maximum likelihood method. The output of 

this stage is a VAR model that can be used to predict 

the price of chicken and beef in the future period. The 

following is the formula of the VAR model obtained: 

    
                                      
    +0.07094         + 
                    

                                     
                            
                                   (7) 

    
                        
                                

                            

                                     
                             
                                     (8) 

where     is estimated value of beef prices in period t, 

    is estimated value of chicken meat price in period t, 

     is beef prices in period-(t-k), and      is chicken 

meat price in (t-k) period (t-k). 

Based on equation 7, the information is obtained 

that the price of beef in this period is influenced by the 

price of beef from the previous period. The raising of 1 

IDR in the price of beef in the previous period will 

increase the average price of beef for the current period 

by 0.20431 IDR and every one IDR increase in the 

price of chicken meat in the previous period will 

decrease the average price of beef in the current period 

by 0.09639 IDR. Each increase of 1 IDR of beef price 

in the previous two periods will reduce the current 

average price of beef by 0.13337 IDR and each 

increase of 1 IDR of chicken meat price in the two 

previous periods will increase the average beef price 

for the current period by 0.11041 IDR. Each increase in 

1 IDR of beef price in the previous three periods will 

reduce the current average price of beef by 0.07094 

IDR and each increase of 1 IDR of chicken meat price 

in the previous three periods will reduce the average 

price of beef for the current period by 0.01402 IDR. 

The interpretation of equation 8 is similar to the 

interpretation of equation 7. 

 
Fig. 2 Plot the actual versus predicted beef prices 

 

Based on Fig. 2, the information is obtained that 

there is a large gap between the predicted values and 

the actual values. It can be seen from the graph that 

there is almost the same pattern in both the actual and 

predicted data, but it looks like a shift in the previous 

two lags. So if there is a fluctuation in the t period, it 

will only be detected in the t+2 period in the predicted 

value. This shows that the VAR model formed is less 

sensitive to shocks. Furthermore, the graph of the 

chicken meat price testing data is shown inn Fig. 3. The 

obtained information is that the predicted values are not 

close to the actual value. It can be seen from the graph 

that they have a different pattern between the actual 

and predicted values, and there are too sharp 

fluctuations in the predicted values. On another side, 

the actual data plot shows an up and down pattern but 

they are not too sharp. This means that an increase in 

the current actual value is followed by a slow increase 
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of the previous period and vice versa. 

 
Fig. 3 Plot the actual versus predicted chicken meat prices 

 

4.3. ARDL Modeling 

Before estimating the parameters of the ARDL 

model on the price data for chicken and beef, the input-

output pairs matrix is formed which includes the price 

of beef and chicken in period t as the target feature, 

while the prices of beef and chicken in the previous 7 

periods are used as predictor variables. The selection of 

the optimum predictor variables is carried out 

separately for each input-output pairs matrix. The 

optimum input features are selected by using the 

forward subset method which is based on the criteria 

both of AIC and R square adjusted statistics. Fig. 4 

presents the number of predictor variables that produce 

the optimum AIC and R square adjusted statistics. 

 
a. The optimum beef price predictor features 

 
b. The optimum chicken meat price predictor features 

Fig. 4 The AIC and R square adjusted plot 

 

Based on Fig. 4a, the number of beef price 

predictors selected is 5 features which are the beef 

price on the first lag (      , on the third lag (      , on 

the fifth lag (      , on the seventh lag (     , and the 

chicken price on the first lag (     . Based on Fig. 4b, 

the number of chicken meat price predictors selected is 

4 features which are the chicken price on the first lag 

(     , on the fourth lag (     , on the fifth lag (     , 
and the seventh lag (     .  

The ordinary least squares is carried out separately 

on each input-output pairs matrix with optimum 

features selected to obtain the estimated ARDL model 

parameters. The ARDL obtained is presented on 

equation 7 and equation 8 as the following: 

                                
                                          (9) 

                                
                                 (10) 
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where     is the predicted value of the beef price and     

is the estimated value of the chicken meat price at the 

period of t. Based on equation 9, the obtained 

information is the changes in beef prices for the current 

period are influenced by the beef prices in previous 

periods and the chicken prices in one previous period. 

Every IDR. 1 increase in the beef price in the previous 

period will increase the current average beef price by 

IDR. 1.07859, each increase in IDR. 1 of beef price in 

the previous three periods will decrease the average 

beef price for the current period by IDR. 0.02823. Each 

increase in IDR.1 of beef price in the previous five 

periods will reduce the average beef price for the 

current period by IDR. 0.12357, each increase in IDR. 

1 of beef price in the previous seven periods will 

increase the current average beef price by IDR. 

0.04217. Finally, every one IDR increase in the 

chicken meat price in the previous period will increase 

the current average beef price by IDR. 0.00165. The 

model interpretation of equation 10 is similar to the 

interpretation of the model in equation 9. The plot of 

the actual value versus the predicted beef price using 

the ARDL model is presented in Fig. 5. 

 
Fig. 5 The actual versus predicted values of the beef price by ARDL model 

 

It can be seen that in general, the gap between the 

two values is quite narrow except for some price 

fluctuations where there is a wide gap, especially on 

the extreme value of beef price fluctuations at the first 

week of both 2021 September and October. 

Fig. 6 presents a plot of the actual versus the 

predicted values of the price of chicken meat using the 

model in equation (10). The pattern of the actual values 

of chicken meat prices can be well followed by 

predictive values with a narrow gap between them. The 

implication of this is that the model in equation (10) 

can explain well the existing patterns in the price of 

chicken meat. 

 
Fig. 6 The actual versus predicted values of the chicken meat price by ARDL model 
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4.4. The Comparison between VAR and ARDL 

Model Performance 

In addition to visual evaluation through graphs, the 

model performance of both models is also evaluated by 

using Root Mean Square Error (MSE), Mean Absolute 

Error (MAE), and the value of the correlation squared 

(R square). Table 3 presents the VAR model 

performance in both training and testing sets. 

 
Table 3 The performance measures of the VAR model 

Criteria 

Beef price Chicken meat price 

Training 

data 

Testing 

data 

Training 

data 

Testing 

data 

RMSE 236.12 2006.33 446.44 497.53 

MAE 102.03 777.56 218.98 226.49 

R square 0.95986 0.09377 0.9806 0.4879 

 

Based on Table 3, it can be concluded that in the 

training set, all of the criteria including the RMSE, 

MAE, and R square show a fairly good value, namely 

small MAE and RMSE values and high R square 

values. But the beef price testing set, the value of the R 

square is very low (9.5%) and the MAE and RMSE 

values are very higher than the training set (more 700 

% than the training set). While the chicken meat pride 

testing set has all of the criteria that are better than the 

beef price testing set which indicates that the model in 

equation (8) is better than the model in equation (7). 

This information leads to the fact that the model in 

equation (7) and equation (8) in forecasting beef and 

chicken meat prices suffers an over-fitting or 

overtraining.  

 
Table 4 The performance measures of the ARDL model 

Criteria 

Beef price Chicken meat price 

Training 

data 

Testing 

data 

Training 

data 

Testing 

data 

RMSE 231.93 2168.68 443.72 81.56 

MAE 98.90 804.29 214.92 64.51 

R square 0.9592 0.1034 0.9807 0.9732 

 

The performance of both ARDL models in this 

study is better than the VAR model which is indicated 

by its much higher R square value, but if there are 

extreme fluctuations in price values, the VAR model 

performs slightly better (has a smaller RMSE and 

MAE). This is because, in the process of estimating the 

parameters of the VAR model, it also considers the 

cross-correlation between time series. The R square 

value of the ARDL model in the testing set is higher, 

indicating that the fitting between the actual versus 

predicted values in the ARDL model testing set is 

better than the VAR model. The R square value of the 

ARDL model for chicken meat prices is very high if it 

refers to equation (4) this ARDL model does not 

involve a lag distribution of beef prices, so the model 

in equation (4) is an autoregressive (AR) model which 

involves 4 lags of the chicken meat price. 

Initialization of the model structure has a very 

important role in producing a good model. 

Theoretically, VAR modeling has a more complex 

model initialization stage than ARDL modeling. In this 

study, forward subset selection which is a feature 

selection method in the wrapped method group is 

theoretically simple but computationally expensive. 

 

5. Conclusion  
Some notices that should be underlined in the 

modeling of multiple time series using the VAR and 

ARDL models with a machine learning approach 

include they have different model structures and 

different performance significantly in the case of the 

multiple time series studied in this work. The VAR 

model has the same predictors of the lag inputs on both 

of the beef and chicken meat prices model, but the 

ARDL model of both beef and chicken meat prices has 

different predictors of the lag inputs. The different 

model structure between VAR and ARDL modeling is 

caused by the different approaches in the stage of 

identifying model structure which has a significant 

effect on their performance. 

The result from the VAR model has the predictor 

lags i.e. lag 1, lag 2 lag 3 of both beef and chicken 

price. The ARDL model of beef price has the predictor 

lags i.e. lag 1, lag 3, lag 5, lag 7 of the beef price, and 

lag 1 of the chicken meat price. The ARDL model of 

chicken meat price has the predictor lags i.e. lag 1, lag 

4, lag 5, lag 7 of the chicken meat price. The RMSE 

values of the beef price VAR model are IDR 236.12 

and IDR 2006.33 respectively in the training and 

testing part. The RMSE values of the chicken meat 

price VAR model are IDR 446.44 and IDR 497.53 

respectively on the training and testing part. The beef 

price VAR model suffers the overfitting problem which 

is supported by its R square value of 98.06% and 

48.79% respectively on the training and testing part of 

the chicken meat price model. 

The RMSE values of the beef price ARDL model 

are IDR 231.93 and IDR 2168.68 respectively in the 

training and testing part. The RMSE values of the 

chicken meat price VAR model are IDR 443.72 and 

IDR 81.56 respectively in the training and testing part. 

The ARDL model has better performance than the 

VAR model which is shown by its R square value of 

98.07% and 97.32% respectively on the training and 

testing part of the chicken meat price model. 

We recommend that the application of VAR on 

multiple time series requires the condition that both 

time series have bidirectional causality. Because the 

models that make up the VAR must have the same 

model structure. On the other hand, ARDL modeling 

does not require 2-way causality of both time series 

modeled, because ARDL modeling can be done by 

building a single model. While the VAR model must 

involve the number of constituent models equal to the 

number of time series being modeled. 
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The forward subset variable selection method 

proposed by this study to identify the structure of the 

ARDL model can produce lag variables as input 

variables (predictors) of the ARDL model that 

performs very satisfactorily. Visualization of the values 

of AIC and R square adjusted for all the number of 

possible predictor variables for the ARDL model which 

can provide a comprehensive point of view to the 

performance of the ARDL model. On the other hand, 

the identification of the VAR model structure using the 

conventional approach method in time series modeling 

is more intuitive and cannot guarantee the satisfactory 

performance of the VAR model. In the next research, 

an idea to be able to improve the performance of the 

VAR model and at the same time be able to overcome 

the problem of overfitting is VAR modeling by adding 

regularization of L2 norm or L1 norm to form a Ridge 

VAR or Lasso VAR model. Likewise, the performance 

of the ARDL model may also be improved by 

constructing a Ridge ARDL or Lasso ARDL model. 
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